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Abstract—Cooperation between the nodes of wireless multihop physical and MAC layer techniques for relaying information

networks can increase communication reliability, reduce pergy
consumption, and decrease latency. The possible improvemts
are even greater when nodes perform mutual information ac-
cumulation. In this paper, we investigate resource allocadn for
unicast and multicast transmission in such networks. Givena
network, a source, and a destination, our objective is to miimize
end-to-end transmission delay under energy and bandwidth
constraints. We provide an algorithm that determines which
nodes should participate in forwarding the message and what
resources (time, energy, bandwidth) should be allocated teach.
Our approach factors into two sub-problems, each of which
can be solved efficiently. For anytransmission order we show that
solving for the optimum resource allocation can be formulaed
as a linear programming problem. We then show that the trans-
mission order can be improved systematically by swapping raes
based on the solution of the linear program. Solving a sequee
of linear programs leads to a locally optimal solution in a vey
efficient manner. In comparison to the proposed cooperative
routing solution, it is observed that conventional shortes path
multihop routing typically incurs additional delays and energy
expenditures on the order of 70%. Drawing inspiration from
this first, centralized, algorithm, we also present two distibuted
algorithms. These algorithms require only local channel site
information. Simulations indicate that they yield solutions about
two to five percent less efficient than the centralized algotihm.

|. INTRODUCTION

Cooperative relaying is one of the most active researg
areas in wireless communications. The use of relays le
to improvements in energy efficiency, due to reduced no

to-node distances, and in robustness to fading, due to
increased number of possible transmission paths.

from one set of nodes to the next. The second is resource al-
location, i.e., identifying what system resources (timergy,
bandwidth) should be allocated to each node. The third set
of issues concerns complications such as interferencesleetw
transmitters, mobility of nodes in the network, and chaggin
channel conditions. We consider a simplified model thatds/oi
the third set of issues. We assume channel conditions are
fixed over the duration of communication, and that interfiese
between transmissions can be neglected.

Our focus is on the remaining issues of optimal transmission
of messages through the network. Most prior works that
consider these coupled problems are based on physical layer
techniques that either use virtual beamforming or energy
accumulation. In virtual beamforming, transmitters atjhe
amplitude and phases of signals to interfere construgtivel
at the receiver [7]-[9]. In energy accumulation, multiple
transmissions are combined non-coherently by receivinigso
through, for example, space-time or repetition coding 410]
[12].

In this paper we consider networks that employtual-
information accumulatiomt the physical layer [13], [14], and
the solution of the associated resource allocation profl&ve
concentrate on the unicast problem where all nodes work to-
ether to get a single message from a single source to a single

stination node, though our framework also encompasses th
Blticast problem—a single source and multiple destimetio

dﬁgre solutions developed herein could find application in sce

ios where delay and energy consumption are paramount and
users are willing to work together. Examples include miita

The most basic forms of relaying, as used, for example,
the Zigbee standard [1], route information along a singkh pa
forwarding data packets from one node to the nextin a man

dt emergency services, wireless sensor networks, or pgssib
voluntary social networks.
NCfhe difference between energy accumulation and mutual

ire tiah hronization b p he ph nmormation accumulation is most easily understood by &bns
require tight synchronization between nodes at the phlysieging hinary signalling over a pair of independent erashene

and media access control (MAC) layer lead to much larggp s’ two cooperating transmitters wish to transmit a commo

performance gains; see, e.g., [2]-[6] and referencesithere \,oqsqa060 to a single destination. If the erasure probailit
At a high level, routing in wireless networks can be broke

down into three distinct sets of issues. The first is the desfg
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Are bothp., and both transmitters use the same code, then
each symbol will be erased with probability?. Therefore,

1 — p.2 novel parity symbols are received, on average, per
transmission. If, instead, the two transmitters use diffier
codes, on averag@(l — p.) novel parity symbols (which
exceedsl — p.?) are received per transmission. The latter
is mutual-information accumulation, while the former is an
example of energy accumulation.

For Gaussian channels (or fading channels with decoder
channel state information (CSI)) at low signal-to-noistosa
(SNRs), energy accumulation is nearly equivalent to mutual
information accumulation as capacity is approximatelgn
in SNR. However, as SNR increases, mutual-information-accu



mulation gives better results than either virtual beamfoger duration of communication, depending on the energy budget
energy accumulation. Mutual information accumulation ban and/or system bandwidth budget. Relay nodes operate under
realized through the use of rateless codes, of which Fauntai half-duplex constraint: they can either transmit or nezei
and Raptor codes [15]-[17] are examples. but cannot do both simultaneously. To simplify analysis we

The main contributions of the paper are threefold. assume that a node’s only significant energy expendituse lie

« First, we present a formulation of the relaying probin transmission; reception, decoding, and re-encodingilent
lem with mutual-information accumulation where the&o significant overhead. We note that this assumption can be
objective is to minimize end-to-end delay under variouglaxed within the framework presented.
bandwidth and energy constraints. The ith node operates at a fixed transmit power spectral

« Second, under the assumption of centrally available CSlensity (PSD)P; (joules/sec/Hz), uniform across its trans-
we detail an iterative optimization method that is base#ission band. The propagation channel between each pair of
on solving a sequence of linear programs (LPs). Each IrRdes is modeled as frequency-flat and block-fading, winere t
optimizes the resource allocation for a given “transmigoherence time of the channel is larger than any considered
sion order,” which corresponds to the route taken by ttigansmission time of the encoded bits. The channel power gai
message through the network. The resulting allocatidi®tween theth and thekth nodes is denoteld; ;.. Under these
is then used to update the order. The method proceégsumptions, the spectral efficiency of data transmissiam f
iteratively and can find good routes very efficiently.  node: to nodek can be expressed as [20]

« Finally, taking inspiration from our centralized solutjon .
we provide two distributed algorithms that require only C; ;. = log, [14_@} = log, [1+hi7’“Pi] bits . (1)
local CSI. Simulations show that the resulting solutions NoW; No |secHz
require less thai’% additional energy for the same endyynere v, /2 denotes the PSD of the (white) noise process.
to-end delay as the centralized solution. _ If nodei is allocated the time-bandwidth produtf sec-Hz

We have found little prior work investigating routing andor transmission, the potential information flow from nade

resource allocation in networks using mutual-informa®a nodek is 4;C; bits. Our first assumption is that nodes use
cumulation. In [13], Castura and Mao considered mutughdes that are ideal in the sense that they fully capture this
information accumulation for a single-relay network. Maitu potential flow, working at the Shannon limit at any rate. Node
information accumulation is also investigated in a limiteély are further designed to usedependently generatecodes.

in [14], but network “flooding” is assumed where all nodeghijs choice connects to our second assumption that, without
transmit all the time; this is not an optimum way of usingny rate loss, a receiver can combine information flows from
energy. Regarding LP-based resource allocation solufians two or more transmitters. If, for example, a pair of trangimit
ad-hoc networks, in [10], [11], Maric and Yates posed thgodes; andj are allocated time-bandwidth products and
resource allocation and routing problem as an LP, but tk}pj, respectively, our two assumptions mean that nbdmn

physical layer technique assumed is energy accumulatigfégcode as long as the mutual information accumulated by node
However, the use of mutual information accumulation com: exceeds the message size, i.e.,

plicates and strengthens the inter-node dependenciesngnak
it much more difficult to attack the optimal transmission AiCir+ A;C 5 > B. (2)

problem. Another heuristic algorithm for routing with eger ) . .
accumulation was proposed by Chen etal. in [12]. In [18§’:he use of independently-generated codes is crucial to the

Zhao and Valenti derived a heuristic algorithm for relayin§tutual-information accumulation condition reflected in. @
information using hybrid ARQ (automatic repeat requestjfhw 1€ samecode were used by each transmitter, the receiver
mutual information accumulatioover time In contrast to our Would get multiple looks at each codeword symbol. This is
paper, however, Zhao and Valenti assume that when reigi€rdy-accumulation.” By getting looks at different cede
nodes transmit simultaneously, they send out the samelsigh@enerated from the samB information bits) the receiver
An outline of the paper is as follows. We present the systefiycumulates mutual information rather than energy. _
model in Sec. Il. We present and discuss illustrative result 1h€ two assumptions of ideal codes and mutual-information
in Sec. Ill. The centralized routing and resource allocati@ccumulation from multiple streams can most naturally be
algorithm, and its constituent parts, are developed in Bec. 'ealized (albeit approximately) through the use of “foumita
In Sec. V we describe the two distributed algorithms. W ‘rateless”) codes [21]. The rate-adaptive nature ohfain
provide details of simulation results in Sec. VI and coneludcCdes is an advantage for networks that operate with inateur

in Sec. VII. Proofs are provided in the appendix. CSl estimates, or that_are unpredi_ctably time-varying.uidto
not the emphasis of this paper, using rateless codes wousd th
. SYSTEM MODEL also significantly improve the robustness of the coopegativ

networks described here. The non-ideal nature of existing
implementations of fountain codes can be handled within our
model without undue trouble by incorporating an overhead

objective is to convey a data packet composedIbiits ;o of (1 + ¢) into the right-hand side of (2); see [14] for
from source to destination in the minimum time under SUN ther discussion

energy and bandwidth constraintsThe relays may participate The network also operates under bandwidth and energy

actively in packet transmission or may remain silent for th(,eonstraints. We study the case where these resources are

IMultiple messages can be transmitted in parallel over (guaghogonal constra!ned on a per—node basis, and also the case where the
channels. See the discussion in [14] and [19]. constraints are imposed on the sum allocation across nodes.

We consider a unicast network consisting/éf+ 1 nodes:
the source, the destination, and — 1 relay nodes. The



Such constraints involve thd; and theA; P, products. Full
details will be provided in Section IV. 2.8f

I1l. M OTIVATION 24k

Nre/Tae

In this section we illustrate the improvements made possibl'g 2.2}
by combining mutual information accumulation with route op
timization for a simple one-dimensional network. This miode -2
is amenable to closed-form analysis. We present thesetsesug 18
prior to their full derivation in Section IV-E, so that readean S 1ef
develop a sense of the possible improvement before delvin@

2F

into the full details of the algorithms and analysis. o

The one-dimensional network we consider consist&/of tar
1 nodes equally-spaced along the line segménD]. The 35 5 o 5 5 T00
source nod® is located at the origin and the destination node Transmission powerPWr

N islocated atD. The channel power gain between two nodes, ) ) , )

i < j, is proportional to(dm-)*Q _ (N/D)Q(Z- . j)’Q. As js 9. 1. Cooperative gain of the one dimensional network.

fully developed in Section IV-E, under a system-wide sum-

bandwidth constraini¥t, we can analytically solve for the

transmission duration. achieved by our cooperative protocolratio between the energy expended in the cooperative and non
Consider the case whetig = P for all i. In this case the cooperative cases.

cooperative strategy that minimizes the transmissiontdura  While the topology of this example is extremely simple,

7. is for the source (nod@) to transmit long enough that nodeit illustrates two important facts. First, the use of mutual

1 can decode the message and then to stop transmitting. At hérmation accumulation decreases latency and energyeusa

point nodel starts to transmit (since it has received the packefecond, when mutual-information accumulation is used, the

and its connectivityC ;, > Co i, for k > 1 (sinceP; = P for optimal route can be quite different from the optimum multi-

all i andd; , < do). Thus it is better to allocate the full hop route. These facts are also true for more complicated (an

system bandwidth to nodé rather than reserving some samore practically relevant) two-dimensional networks.

that node) can continue to transmit. Subsequent transmissions

continue until the next node in the chain decodes. Each-trans IV. CENTRALIZED ALGORITHMS

mission is shorter than the previous ones due to the mutua{N

) . e now consider how to optimize system parameters to
information already accumulated by nodes further down the .~ . :

. . ) , . inimize delay for general networks. In Sec. IV-A we define
chain during earlier nodes’ transmissions.

For comparison we also solve f the transmission thetransmission ordeand, given a particular order, show that
duration ac'?]'e od by the best non-c(gg’erat' e scheme hthe resource allocation problem is an LP. In Sec. IV-B we
uration Ieved by o P v wh the solution of the LP to revise the transmission order to
mutual-information accumulation is not performed. In thi

rotocol each node listens only teimgletransmission. Unlike decrease end-to-end delay. Finally, in Sec. IV-C, we ierat
P y 9 j between these two sub-problems.

the cooperative system in which all nodes participate, is th
system the optimal route dependsBnWhenP is sufficiently
low, the optimal route is the same as the cooperative orfe. Problem parametrization and LP-based resource allarati
As P increases, however, some relay nodes are skipped. AndQur parametrization of the problem revolves around the
when P is sufficiently large, the optimal (i.er,. minimizing) transmission order. We define the transmission order by star
strategy is direct source to destination transmission. ing with any ordering of theV + 1 network nodes where the

The cooperative gain, defined as /7., is plotted in Fig. 1 source node is the first node in the order. The transmission
for unit-spaced noded) = 100, N = 100, B = 20 nats) as a order is the sub-sequence that starts with the source node,
function of transmission powe?Wr. The curve is piece-wise always labelled), and ends with the destination node, always
linear. The non-differentiable break points correspondh® labelled L where1 < L < N. The transmission order
powers at which the optimal non-cooperative (shortedt)paindicates the order in which nodes are allowed to come on-
route changes. For example, for (roughlyX PWr < 8, all line as transmitters. Since each node must decode before it
100 nodes participate, fo8 < PWr < 24, half the nodes can transmit, a node’s position in the order puts conssaint
participate, for24 < PWy < 47, one-third participate, for the mutual information that that node must accumulate from
47 < PWr < 78, one-quarter participate and so forth. earlier nodes in the order. As nodks-1, ... N never transmit

As N approaches infinity, and® approaches zero, so thaf(since they come on-line after the destination decodesy, th
the productPN? stays small, we show in Section IV-E thatare not considered part of the transmission order.
the cooperative gain converges 43/6 ~ 1.64. As can be  We denote the time at which nodedecodes the message
seen by inspecting Fig. 1, the cooperative gain is greateraatT; whereT, = 0 and T}, is the duration of the source-to-
higher transmission PSDs. destination transmission. Rather than fhewe find it more

Note that in this example sincB; = P for all + and the useful to work with inter-node delay4\;, whereA; = T; —
sum-bandwidth is fixed, the energy expended by the coop&i-; for 1 < i < L. Message transmission can be thought
ative and non-cooperative schemesri®Wr and r,. PWr, of as consisting of. phases. Théth phase is of duratior;
respectively. In this case the ratig/7,. is the same as the and at theend of the phase the firstnodes have all acquired



the messagéWe refer to each phase as a “time-slot”. Time- 4) Per-node bandwidth constraintf the system bandwidth
slots are not of pre-set or equal lengths; rather their lengtis divided into parallel channels, which each can be alkdtat

are solved for in the LP stated next. at most a single transmitter at any given time, we impose
For a given transmission order we find the resource allodzandwidth constraints on a per-node basis. In this caseads
tion minimizing end-to-end delay, of the L constraints in (7) we gef? constraints:
L i1€{0,1,...L -1}

Ai,j < AjWi for all

Ty =) A ©) je{1,2,....L} (8)

Regarding the sum-bandwidth constraint, several aspects
We minimize this linear objective function subject to thef (7) are worth noting. First, the specific time-bandwidth
following constraints: (i)A; > 0 for all ¢, (ii) node : must allocation to each nodaithin each transmission slot need
decode by timel; = >;_; A, (iii) the energy constraint(s), not be specified. Since fading is modeled as block-fading
and (iv) the constraint(s) on the use of time and bandwidthnd frequency-flat, each transmitter is agnostic as to what i

We state constraints (ii)—(iv) in turn. its exact time-bandwidth allocation, i.e., degrees-etftom
First, there arel. decoding constraints resulting from theare treated like a fluid; only the allocated time-bandwidth
nodes’ positions in the transmission order product is important. We assume that each nodes is able to

use optimally whatever region of the spectrum is allocated t
it for transmission.

Z Z AijCip 2 B forall kefl,2....L}, (4) Because the degrees-of-freedom are treated as a fluid, the
=0 g=itl optimal solution under a sum-bandwidth constraint can yéva
where be implemented by scheduling just one node to transmit at any

given instant. In time sloj we allocate the whole bandwidth
A; ;>0 forall i€ {0,1,...,L -1}, j€{1,2,...,L}. to nodes for duration of A; ;/Wr sec. The ordering of
transmissions within a time slot is immaterial since only at
The 4; ; are the time-bandwidth product (measured for exhe end of the time slot do we require the next node in the
ample inseconds x Hz) assigned to théth node in thejth  grder to be able to decode.
time slot. Recall thaC; ;. is the spectral efficiency (measured \wWhen both sum-energy and sum-bandwidth constraints are

say in bits/(seconds X HZ)) Of the channel Connecting theapp”ed, we have the f0||owing theorem, proven in Ap-
ith transmitter to theith receiver. Eq. (4) says that the totapendix A.

mutual information flow to thekth node in the transmission _ _

order must exceed bits by the end of théth time slot. Only Theorem 1. Under a sum-bandwidth constraints, # = P

the firstk — 1 nodes contribute to this sum. for all 4 then the solution that minimizes delay also minimizes
Second, we consider constraints on energy and bandwidfi Sum energy.

We consider here various possibilities for the types of con- |, this setting there is no trade off between energy and delay

straints, including botlsum constraints, applied to the sum-tpe minimum-energy route is identical to the minimum-delay
al!ocation across .th.e network, amer-nodeconstraints, ap- rgute. We give an example in Section VI.

plied to nodes individually. o Per-node bandwidth and transmission PSD constraints are
1) Sum-energy constrainth sum-energy constrainbr is  yseful for modeling ultra-wideband communication systems
L1 L -1 L In ultra-wideband systems, available bandwidth and transm

ower are determined by frequency regulators [22]. Further

ZZA” Fi= Z Z Aigbi < Er. ©®) Pnore, constraints on th>(/e spc:eadinyg fgctor are[ irr]1posed by

limits on hardware complexity as well as requirements of
where the equality holds becausg;, = 0 for j < ¢ since communications standards [23]. Consequently, a large umb
node: has not decoded until the end of sloand therefore of orthogonal channels can be available, with each nodegbein

k-1 k

i=0 j=1 i=0 j=i+1

can only transmit in slots+ 1,..., L. able to use exactly one of them.
2) Per-node energy constraintAn energy constraintz; 5) Alternate Objective FunctionsThe LP framework can
applied to node is accommodate a number of alternate objective functions. For
. example, one might minimize the sum-energy
> AP, <E; foral ie{1,2,...,L}. (6) L-1 L
j=it+1 Z Z AiiPi

i=0 j=i+1

3) Sum-bandwidth constrainfA sum-bandwidth constraint =
W takes the form subject to end-to-end delay constrai@sle A; < Tior.

Alternatively, for example if multiple unicast sessionsreve
active in parallel, one might be interested in minimizing th
time-bandwidth footprint. If there were many active sessio
such that the interference could be modeled as a constaatt lev
2In fact, as will become more clear when we discuss finding test b of additional background noise ("interference averagjnge

transmission order, additional nodes may have alreadydgecdut the first .te(.:hniquesl developeq in this pa_per could be applied. To min-
i node are guaranteed to have already decoded. imize the time-bandwidth footprint of the systems, subject

—

[

Ai,j SAJ'WT for all je {1,2,,L} (7)

Il
=)

%



node 1 node 2 node 3 also node L-2 node L

energy and delay constraints, one would choose the obgectiv decodes decodes  decodes decodes  (destination)
function to be 1L time = 0 | L decodes
- \ \ \ L J
A PE—
; ; i A, 4, tzt A
A=0

But, in general, the addition of interference (even modeled
as noise) would add a term to the denominator inside thg 2  |ntwition behind order-swapping algorithm far; = 0.
logarithm in (1), meaning that the resulting resource allimn
problem would not be an LP, and therefore out of the scope
of techniques considered herein. ) o
Finally, in the place of the unicast setting on which we focus 3) Based on Theorem 2 revise the transmission order:

in this paper, multicasting can also be addressed in thewrurr a) For anyi such thatA; =0 and A,_; # 0, swap

framework by appropriately adjusting the objective fuooti the positions of the two nodes in the order.

and constraints. We discuss the multicasting scenaribidurt b) If the nodeL — 1 is swapped with nodd, drop

in Section IV-D. (the former) nodel. — 1 from the order entirely.
The resulting order contains only — 1 nodes.

B. Optimizing transmission order 4) Repeat steps 2)-3) until an ordering is obtained with an

The use of mutual information accumulation makes the associated set of parameters satisfying A7 > 0 for

optimum transmission order quite different from the non- alli. At this point termlnate.the glgorlthm. o )

cooperative multi-hop route. Because the accumulationief m Since the number of constraints in the LP is linear in
tual information by each node extends across many time, sldi§twork size, and the swapping algorithm is very simple,
the decoding process can have very high complexity. THf3¢ routing algorithms can usefully be applied to very large
makes it impossible to solve for the best transmission ord@gtworks. While in general we obtain a local minimum, for

efficiently through dynamic programming. At the same timémall networks (of, e.g.15 nodes, where exhaustive search
N (N-1)! or orderings is feasible) we found that in our simulations we

since in a network ofV + 1 nodes there ar®"." | ~——+ . "

distinct orderings ¢ 1063 for N = 50) exha%:szﬁ\?e(gééfé%! of almost always reach the global optimum. In addition, a numbe
: 9 A . of different initializations can be tried to avoid partiadly bad

all orderings quickly exceeds computational capabilities local minima

_In this section, we present a theorem.t_hat tells us .hOW ©n the following sub-sections we discuss various aspects
improve the transmission order by exploiting the chardster . g RS
of the algorithm in more depth, such as initialization and

tics of the LP solution obtained in Section IV-A. Consider an 2 - .
. o . characteristics of certain special cases.
arbitrary transmission order. Define

1) Initialization: If we initialize Algorithm 1 with an
X" = [A], AL AG A LAY e AL ] (9) arbitrary transmission order at the target energy coms{si
we typically find thatA? = 0 for too many nodes for the

]EO bﬁ the doptimum SOllﬁtion o_btainegl by dt_he I(;nlear Progradyarch of the order space to get started. To address thés issu
or the order. Denote the optimum decoding delaylgs= e introduce the following algorithm that starts from a fotes

>_i—1 A} The following theorem is proved in Appendix B. transmission order and (perhaps) relaxed energy corstrain
Theorem 2. If A = 0, useT;* to denote the optimum decod-corresponding to that order. Following the presentation of
ing delay (under the same energy and bandwidth constrainfigorithm 2 we specify the choices we make in various cases.

of the “swapped” transmission order: Algorithm 2:
0,...,i—2,i,i—1,i+1,...,L] if i<L-1 (10) 1) Initialize the algorithm with an initial transmissiondar
0,...,L —2,1] if i=1L : and corresponding energy constraints.
ok . 2) Tighten the energy constraints slightly.
ThenTz* < Tf. 3) Use Algorithm 1 to re-optimize the route under the new
The intuition behind Theorem 2 is illustrated in Fig. 2. energy constraints.
A solution to the LP withA; = 0 indicates that either node 4) If the energy constraint now equals the target energy,
i decodes aexactlythe same time as node- 1 (never the terminate the algorithm. Otherwise, using the newly
case in reality) or that, although later in the order, nodan found route, return to step 2).

actually decode before node- 1. Therefore, swapping the As with most non-linear iterative optimization routines,
ordering of nodes and: — 1 will typically decrease thd;, the choice of step size, by which the energy constraints in
once the LP for the revised order is solved.ilf= L the Algorithm 2 are tightened, is important. Ideally, the energ
destination is swapped with the node prior to it in the ordeconstraints are tightened only enough that a sidgldecomes
equal to zero. This can typically be accomplished by making

C. Algorithms for route & resource allocation optimization the increment small or dynamically choosing the increment

We can now state the iterative route optimization algorithn(1"e" back-off thellncrement _arjgl resolve '.f ”?“'“F"ﬂ equal
zero). We now discuss the initial transmission order we use

Algorithm 1: for the per-node and sum-bandwidth scenarios.
1) Start with an initial transmission order. When per-node bandwidth constraints (8) are used, then
2) Use the linear program of Section IV-A to solve for theinlike the scenario described by Theorem 1, there is a trade-
parameters of the minimum-delay solution. off between energy and delay. At one extreme, when the



energy constraint is fully relaxed, nodes are allowed uitdich 7 bits/sec, WhodeCo.2 = 5 bits/sec, WhoaeCo,3 = 4 bits/sec,
energy consumption and the network can thereby achieve #@.qeC12 = O0bits/sec, WhoaeC1,3 = 4Dbits/sec, and
minimum possible transmission delay. The transmissioeordi,,q4.C2,3 = 17 bits/sec.
at this extreme is what we term tHieoding order which is When the system has no energy constraint, the flooding
easily found as follows. The source node starts transmittiprder will be [0,1,3]. Node 1 decodes atl /7 second. Then
at time 0. Other nodes join in and begin transmitting agoth the source and nodetransmit for anothe8 /56 second,
soon as they decode. All nodes continue to transmit ungihd the destination then decodes. The transmission duratio
the destination decodes. The flooding order and correspgndis % ~ 0.196 seconds and the energy consumption is
energy can then be used to initialize Algorithm 2. % + 2% — 0.25. Node?2 never decodes in this case.

In contrast, when a sum-bandwidth constraint is imposed,qp, the other hand, the minimum energy ordef(s2, 3].
the flooding order cannot be used to initialize the systefode2 decodes at /5 second. The source turns off and nade
This is because whenever a new node comes on-line dfis transmitting. The destination decodes 4/5)/17 sec-

the flooding order the bandwidth usage increases and #gys ater. Node never decodes in this case. The transmission
sum-bandwidth constraint may be violated. Instead, foseheyyration isl8 ~ 0.21 seconds and energy consumption is also
18 ~0.

networks we construct our initial transmission order 818t () 91 since only one node transmits at a time.
from the non-cooperative shortest-path route. If nodesato n However, if we initialize using the flooding order, we

perfc_>rm _ml{[tr]ualt!nforTzittlpn acgyr?ullatmn, ag_d if S]Od?.s Or"é(annot obtain results matching the minimum energy order. If
rer?'elr\,/ihm de |Ijne-fho 'T’T‘e 1 e%/ prelce fmgth € 'Te Hther only the source transmits, or the source transmitié un
which they decode, then IL1s €asy 1o Solve for the OPUMURL e 1 gecodes and then nodetransmits by itself until the
such non-cooperative path using the Dijkstra AIgomhm][Zfsgestination decodes, the transmission duratidhds seconds

As our initial transmission order, we add to this shortes ind the energy consumption (s25. In both these cases the

path route th? nodes that are able to dgcode the packet wiig rgy consumption is identical to the flooding route. Thus,
non-cooperative shortest-path routing is used and aIIrot?

: g . ithout a way to re-introduce nod2 into the transmission
nodes use mutual information accumulation. We calculate t

d by thi ¢ d initialize th it rder our algorithm would not obtain the optimum minimum
che(;?()j/i#;l?/ y this route and Initialize the energy co rabnergy solution when initialized with the flooding order.

2) Characteristics of final route:Since, as noted in the One_ can consider heuristics for re-_introducing nodes iméo t
discussion surrounding Thm. 2, nodes will never in reali ecoding order. For example, one might query nodes that hz_;\ve
decode atexactlythe same time, and since there are only cen dropped whe.ther they can dgcode at the current sglution
finite number of orderings, our algorithm will converge. Bhu and if they can, reintroduce them into the transmission rorde

the mechanism that keeps our algorithm from necessar e can see from the four-node_z example_ that since riZode_
reaching the global optimum is the swapping of nodes o es not decode when the flooding order is used, use of this

of the transmission order. That is, when the- 1st node is particular heuristic does not necessarily result in thénmoin

swapped with nodé. (the destination), it no longer enters thdninimum-energy route being found.

LP formulation. This makes the decoding constraint (4)e¥asi

to meet. Intuitively, it makes sense to drop nodes that are

further from the source than is the destination. Howevengy D. Multicasting

turn out that a node that was swapped out of the transmission ] . ) ) .

order could have ultimately prove useful. Our algorithmsioe The basic multicasting scenario (sending a common mes-

not reintroduce nodes and so can converge to a sub-optii@@e to all nodes) requires all nodes to decode. The only

solution. change required in the various versions of the LP stated)in (4
Because of the exponential number of orderings we expé@ t0 yield a multicast solution is thdt becomesV.

the problem of finding the optimal transmission order to be In contrast to the situation in unicasting, in multicasting

NP-hard. Note that for a special case of our problem, namélpdes are never dropped from the transmission order. The

the low SNR limit where mutual information accumulatiormain cause for our algorithm only achieving local rathentha

and energy accumulation become identical, Maric and Yat@bal optimality discussed in Sec. IV-C2 is thereby obsiat

[10], [11] already proved that finding the optimal route is-NPTherefore, we should nearly always achieve the global opti-

hard. Thus, it is not surprising that there must be a cavedtim using our iterative approach. The one remaining caveat

to how well our algorithm performs. However, our empiricais the step-size: it is important to reduce the energy caimstr

observation is that, as long as the solution space is “smipothetween LPs in small enough increments that only Apgoes

as one reduces the energy from that used to initialize thezero per iteration. In a realistic network this will noritga

search, one almost always reaches the global optimum. b possible, but in an artificial network it is conceivablatth

the other hand, we next provide an example of “non-smoothode-to-node gaina; ; will coincidentally have values such

conditions where at high energy one route is optimal, aridat multipleA; go to zero at the same time.

at low energy a very different route is optimal, requiringth There is also a multicasting problem between unicasting

participation of nodes that do not decode at higher energesd basic multicasting (frequently also called “broadoas

and which are therefore dropped from the transmission ordenere we require some subset of tNet+ 1 nodes to decode.

by our algorithm. This scenario is also easy to incorporate into our framework
The example we consider is a four-node network. Neée One simply never drops any of these (now multiple) “desti-

the source, nodg is the destination, an®;, = 1 andW; =1 nation nodes” from the transmission order. In term of the LP,

for all 4. Consider the situation whetB = 1, Wy,,4.Co1 = nodelL is the index of the last of these destinations to decode.



E. One-dimensional networks and solving forAr,. gives

In this section we develop the results on the one-dimenkiona 1 BNy D?
network presented in Sec. Ill. Such networks are unrealisti Afne = log, ¢ PWyp N2

cally simple, but their simplicity makes it possible to deri ) ) .
When nodes accumulate mutual information, the incremen-

analytical results and insight. . : :
The one-dimensional topology and the monotonic patfﬁ' delay is reduced. The decoding constraint of ktie node
B=>% ,Cr1rAr—1k—1+1.In alarge network ' large)

loss imply that the minimum energy transmission order [S _ _
0,1,...,L—1, L]. Furthermore, the sum-bandwidth constrairff'® 4.+1 Will approach a steady state value for> 0. The

implies that only one node is active per time-slot—ttrenode  1€ngth of each time-slot will also approach a steady staltgeva
only transmits in time slot + 1. Ar.. For suchj, since the node is allocated all bandwidth for
Since P, = P for all i we know by Theorem 1 that the durationAr, the corresponding allocatio; ;11 = Ar.Wr.

minimum delay route is the minimum energy route. This resdfl the asymptotic limit of V large these time-slots domi-
is especially apparent for this network. The node closettao Nate thek overall delay. In this regime we ISJ?[LCUIazeC as
destination that has already decoded also has the bestethanf = 2_i—1 Ck—1aWrATe = WAt logy e NoDZ D=1
to all remaining nodes that have not yet decoded. And, whémthe limit asN (andk) go to infinity, we have)_;°, zlz =%
P, = P for all nodes, it also has the higheSt ;, to those and )

remaining nodes. Thus, not only should that node transmit, Ar. = 1 BN D_E

under a sum-bandwidth constraint it should be allocated all logy, e PWr N2 12

the bandwidth._ E_nergy is therefore not expended anywhererp,o cooperative gain is then calculated as

else and the minimum energy and minimum delay routes are

N

the same. If node PSDs are not all the same, the optimum Tnc _ NAT,. 7T_2
decoding order remains the same and an LP can be solved to 7. NA7. 6
find the optimum{4, ;}. When theP; are not all the same,
there may be an energy-delay trade off. V. DISTRIBUTED ALGORITHMS
The transmission delay can be computed by solving|tis often not desirable or even possible to centralizeingut
A01Co1 = B, A12C1 2+ A91Co2 = B, and in general and resource allocation as CSI must be aggregated centrally

and the resulting decision dispersed globally. Limitagiam

kz:l A iCir— B (11) centralized squt_ions are particularly constraining oge and
_ bitlik temporally varying networks. We have therefore developed
=0 two distributed algorithms that are inspired by the chamact
for eachk, 1 < k£ < N — 1, which we can write as as istics of our centralized solution. These algorithms regjfer
less CSI, perform mutual information accumulation, anddyie
Co 0 e 0 Ao B performance nearly as good as the centralized algorithms.
Cos Chro : A1 B These algorithms are distributed in the sense that there is
' J . =1 . |- no single node that has to have all information about all the
: : 0 ' ‘ channels. On the other hand, as is true for many modern ad-hoc
Con Cin ... Cnoan An-1n B routing algorithms, control messages do need to be progdgat

. . h h th twork.
Note that since the nodes are equally spaced and have |zalentt|croug © networ

transmission PSDS), ; = ;4. We LetC denote the lower o )

triangular matrix containing the; .. As the length of theth A. Distributed Algorithm 1

time slot isA4;_1 ;/Wr, the transmission delay. is given by The first distributed algorithm commences with a direct
transmission from source to destination. In an iteratighifan

Zf\’ﬂ A1 B . 1 intermediate nodes are added to the rdugpecifically, the
[ T - = We < [1...1]K S source transmits a sounding signal. All nodes estimate thei
1 channel from the source. The destination replies with arsgco

ounding signal. Nodes then estimate their channel to the
Bstination. Given this pair of CSI measurements each node
FFetermines the potential energy savings if it were to joia th
path. Potential energy savings are calculated as

WP N2 , B (Ci,t —Co,)(Co,i — Co,r)
Cir = log, [1 + —}\I; } = log, [1 + D2 N, W Co,iCo,.Ci 1
0 ‘ 0 Each node broadcasts this information to the rest of the
network using any of the many available contention multiple
giccess schemes. The node with the highest energy saving is

ﬁhosen to participate. In the next step, the CSI from thaenod
to all other nodes in the network is determined. Again, all

The equation above is the general form of the transmissia
delay for a finite length one-dimensional network, and w
used to derive the results plotted in Fig. 1. Wh¥nis large
andP is small, such thalv2P is small, the spectral efficiency

is well approximated akg, e %z\%- Since P is small
the multi-hop route through every node is optimum both f
the non-cooperative and cooperative schemes. The inctame
decoding delay incurred by each node in the rout&ig. and
the overall delay israc = NAT,. The mcremegtal delay IS 3The principle of the algorithm is somewhat similar to the PABorithm
calculated asB = Cj_1 jWrAmye =~ log, e 5 WrATyc,  described in [24].



nodes analyze whether they can save energy by joining tt
route. The process continues until no further (or very ket
energy savings are possible.

The algorithm is simple and, as we see in Sec. VI, ven
effective. It does have one drawback. The initial setup of ¢
route takes a long time and requires source-to-destination
nectivity. If the source-to-destination pathloss is highpng
sounding signal is required (noise averaging over a long tim
to obtain good CSI estimates). On the other hand, once a rou
is set up, changes (due to changing channel conditions)e&an
done rather efficiently, since the route can be modified witho
tearing down and rebuilding it from scratch. If the source-t
destination pathloss is too high, a hybrid cooperativetimul
hop strategy could be envisioned where nodes close to tt
destination cooperate to get the message to an intermedie
node (the first hop) which then serves as a new source 1
forward the message on to the destination.

13 <17,
B oy w

A6

Fig. 3. Location of nodes in fifty node network. The minimumesy
cooperative (solid) and non-cooperative multi-hop (dbtteutes are shown.

B. Distributed Algorithm 2

A somewhat simpler algorithm can be implemented as

follows. The destinqtion broadcasts a sounding signal Eﬂndl% the use of a route designed specifically for cooperative
nodes estimate their channels to the destination. The SOUIG, s mission

starts to transmit the information packet. As each nodedieso Our algorithms were implemented in Python, calling the

they transmit their node-to-destination CSI to the detitina
S . . GLPK [26] LP solver when necessary. We recall from Sec-
(or to the other nodes) to determine if their CSl is bettenthg, = |\~ "4 1v.D that, to aid our search of the order

the currently transmitting node. If it is, they take over th pace using Algorithms 1 & 2, we use an adaptive step size

transmission, and the previously transmitting r_lodes SRHBE | hon tightening the energy constraint. The ideal tightgrin
transmit. New nodes replace previous nodes in turn until t%ﬁe such that a single* = 0. Say, for instance, that we
message reaches the destination. o= S X

. . solve the LP with energy constraidt™, which is the prior
Because of the lack of network-wide CSI, the algorithms ; : :
this section require the use of rateless codes. This is itrasin nergy constraint reduced by somand that we find multiple

: ; : : > A* = 0. Then, we re-solve the LP with the energy constraint
to the centralized algorithms which could in principle usg : htly loosened tdZ+ +-/2. If we still have multipleA’ = 0
block codes with appropriately chosen rates once the Ieng\; try again withE+ +37/4' and so forth. each timelhalving
of each time slot is solved for by the final LP. the previous increment '

V1. NUMERICAL DETAILS OF RESULTS . . .
A. System wide bandwidth constraint

In this section we give detailed numerical results for the fi id bandwidth . h ii
algorithms developed in this paper for two-dimensiobed We first consider a sum-bandwidth constraint on the specific
network shown in Fig. 3 wherd3 = 28.9 bits (20 nats),

node networks located in the unit square. For all exampl /2 = 1, Wr = 1, andP, — P — 1 for all i. By

the source nodé@ is located at[0.2,0.2] and the destination Theorem 1. under a sum-eneray constraint the minimum-dela
node49 is located af[0.8,0.8]. Remaining nodes are placed ’ ay Y

randomly according to the uniform distribution. A typicagggm;?;rggrgﬁenergy routes are the same. There is no energy—
network from this ensemble is shown in Fig. 3. In order to give Af¥er solvin .for the route using our centralized algorithm
the reader a strong sense of the relationship between ggomet find that tﬁe subset of nodesgthat actuall transrgnit in the
and channel strength we study the case where the channel é{%ﬁn y

- ] .2 S INal transmission order i§0, 16,33,9,47, 14,43, 22, 38,49],
h;,; between nodeé and nodej is deterministically related to indicated in Fig. 3 by the solid line. As can be seen from

the Eucllde_an distancé; ; between them aBW (i)~ ._inspection of the figure, the nodes that are active in theisolu
To quantify the performance of our algorithm we establis h des that lie ol he di h b
a baseline non-cooperative strategy for comparison. Fer t re the nodes that lie closest to the direct path betweerasour
' nd destination. This is due to the fact that channel gain is

baseline we choose multi-hop. Only one node transmits .af . : :
: . . - , inversely proportional to distance squared. For this examp
each time. The route is selected using Dijkstra’s shortast p o
. . . " network the destination decodes after= 13.09 seconds.
algorithm [25], and each node listens only to the transroissi We now develon results for a non-cooperative multiho
of the node that immediately precedes it in the route. We also P P P

consider a hybrid strategy that uses the Dijkstra-basetbro%[lou“.ng example. In the non-cooperative case, and as thescri

i ; _for linear networks in Section IV-E, the incremental delay

but where nodes perform mutual-information accumUIat'oa{]ccrued by the hop from nodeto nodej is B/Wr C; ; —

(listening to all previous transmissions instead of just th y h‘.p J THig =
.7

P . .
immediately prior transmission). By studying both we geB/Wrlog, {1+ Y } For the node placements in Fig. 3 the
a sense of the fractional performance improvement due dbortest path route is found to K, 9, 49], indicated in the
the use of mutual information accumulation, and that ddigure by the dotted line. The resulting source-to-destimat
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Fig. 5. Delay versus energy trade off in fifty-node networkodNs are

. N . L . . uniformly distributed in the unit square. Channel gains preportional to
Fig. 4. Delay distribution: centralized, distributed, rcooperative solutions. d—2, whered is the distance between transmitter and receiver. The sum-

energy across all nodes and the per-node bandwidths artedimi

delay 7, is 21.47 seconds. There is only one active relay
node in the shortest-path route, the one closest to thetdirec
path connecting source to destination. This node (number ) ; -
also participates in the cooperative route. ﬁ}e energy-delay trade off achieved is plotted in Fig. 5.

The decrease in transmission duration obtained by our co—At one resource extreme we flood the 'ﬁetWO”‘v fully Fe'?‘x'
operative route stems both from the use of mutual-inforomati Ing the sum-energy constraint and allowing nodes unl|m|t§q
accumulation and the use of a route tuned to cooperatidmelftenergy consumption. The network can then achieve the mini-
nodes perform mutual information accumulation, but only t ium possible transmission delay. In_the ne_twork deplc_ted n
nodes in route obtained from Dijkstra’s algorithm partadip 'g't_3 allrﬂodez ex_ceplﬁ4,hand d44 part|C|pate|_|n thetﬂOOdm.%t
in transmission, the transmission delay @51 seconds. Thus, _rouolnl%. 17e33r43r '1%"; '?)Cﬁ ;; 1e53 CO”;% %n2 I:?f gigarﬁ:ﬁ' €
roughly half the decrease in transmission duration is due [a. 1O .5’18 ’51’ ’dtr; t""’ S oi I7 %54 €
the use of mutual information accumulation, and half due X mt?\ energy 1 b' d artl . g ransmlgsmndeay 'th. K
the use of a route tuned to mutual information accumulation,”S t'e' er;ert%y du tge t'IS ecrt?false ' n((j) e? wi d _'\E/hvea er

To ensure that the improvement is not specific to the samp?l;%nnec 'V'tz 0 Ie estina |ontgo OF-' 'ni an ton Yy hodesw
network of Fig. 3, we calculate the distribution of decoding"CNJer channeis rémain active. Finaiy, at some minimum
delays over an ensemble 80 independently generated realS"€"9Y: the network becomes disconnected. The limit pdint o
izations of networks of the type depicted in Fig. 3 where th%elay as the energy %pprO?‘ChesF IS dﬁmed as Lhe fm'|:n_|mu3[n-
source and destination locations are held constaftt 2t0.2] energy transmission u{a'uc;ré. 33059 }Nelzig"%; 3(; 49'9'
and|0.8, 0.8], respectively, and the rest of the nodes are plac minimum-energy rou &, 16, D) Ty By B G S8 ) I
uniformly on the unit square. dep|ct_e(_1 by the sollo_l line. The minimum e_znergyli$09 and

The cumulative distribution function (CDF) of decodin he minimum delay is13.09, the Same as in Sec. VI-A. T_h_e
delay is plotted in Fig. 4. The average delay of teatralized '0W-€Nergy route has only a single transmitter transngttin
cooperative routing using mutual information accumulaii® at any given time. This is because if each node waits for

12.54 seconds, while the average delay of non—cooperati@g prio_r tr.ansmissions tolcomplete before beginning its1ow
routing, solved for using Dijkstra'shortest-pattalgorithm, is transmission, that node will have accumulated the most atutu

21.52 seconds. On average, the conventional non-cooperaﬂ g)rmanon poss!ble. Therefpr_e, the_opt|mum route hay onl
node at a time transmitting. Since only one node at a

. .. . . e
multihop transmission incurs additional delay and energﬁ&e transmits. the system bandwidth is constant. Thugn t

usage on the order of 70%. S X ;
In addition, in Fig. 4 we also plot CDF results for theJow-ene_rgy limit the sum-bandwidth and per-node bandwidth
y yconstraints are fully comparable.

two distributed routing algorithms introduced in Section o .

The penalty for using the distributed algorithms in terms of Yhen the energy budget is increased, multiple nodes can
delay (or, equivalently, energy) is small. On average thst fiffransmit smultaneously. In contrast, vv_hen bandwidth con-

distributed algorithm incurs less than5% excess delay as straints are imposed on a per-node basis, the non-coogerati

compared to the centralized solution. The excess delayeof §f1€Me IS limited to the transmission band of a single node.
second distributed algorithm is less tha%. eref_ore, the peak bandwidth ano! energy use_d by. t_he_ co-
operative strategy when the transmission delay is minithize

) _ can exceed that of the non-cooperative strategy, even thoug
B. Per-node bandwidth constraint the total energy consumption is lower. For instance, for the
We now again consider the network of Fig. 3, but this timexample discussed in Sec. VI-A,. = 21.47 and sinceP; = 1
under per-node bandwidth constraints. In this settingether and W; = 1 for all ¢, the energy consumption of the non-
a trade off between system resources (energy and bandwidthyperative case is al€i.47, which exceeds the cooperative
and transmission delay. We keep the same parameters asfloeding energy of18.51 mentioned above. Of course, for
fore, namelyB = 28.9 bits (20 nats),No/2 =1, P, = P =1, this case, the improvement of delay is more impressive: the

d set the per-node bandwidth constrdiit = 1 for all 7.



flooding route has a delay 6f4 compared t@®1.47. [20]

VII. SUMMARY AND CONCLUSIONS 24
In this paper we analyze the problem of resource aIIocati&zr%]
in cooperative relay networks that use mutual-informatiges]
accumulation. We divided the problem into one of finding the
best transmission order and one of finding the best resoufsg
allocation given a transmission order. As our solution isduh
on solving a sequence of LPs it is computationally efficien[é
5
even for large networks. We show that under equal per-no 3
PSDs, the minimum-delay solution also minimizes energy
consumption. The resulting route is markedly differentiro [26]
the conventional shortest-path route. We develop did&ibu
algorithms that retain most of the performance gains withou
requiring centralized knowledge of CSI. [28]
The approach of this paper is a step towards the realization
of practical cooperative communications in large networks
Future work will focus on optimizing power allocations (the
P;), algorithms that are suitable for imperfect channel state
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Bucd=Y_ > AijPi=> NWrP =T, WrP. (12)
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A, = A forall 4

Ay = Ay, forall kistk#i—1k#i
/Lel,z' =0
Ay = Ay, foral je{i+1,...,L}

A, = A

i1, forall je{i+1,...,L}.

We immediately se§ "~ | A, = > Az. We now show that
% satisfies all problem constraints.

First note that all but two of the degree-of-freedom allo-
cationsA; ; made to each node in each time slot are almost
all identical inx* andx. There are two exceptions. The first,
A;_;,; doesn't appear ik, but 4;_; ; = 0 sinceA; = 0. The
second,A;_;; = 0.

From this we immediately get that the energy, decoding, and
degrees-of-freedom constraints remain satisfiedxfoSince
the non-zero degree-of-freedom allocations are iderfiicat*
and x, the energy usage remains the same under either sum-
energy or per-node-energy constraints. For the same rélason
decoding ability of nodes,...,i—2, nodesi+1,..., L, and
the “old” (pre-swapped) node- 1 remain unchanged. The old
node: doesn't benefit from the old node- 1's transmissions
any longer since the order is swappedkinHowever, because
A; =0, A;_1,; = 0 and it didn’t accumulated any mutual
information in the old order in any case. Finally, since the
positive degree-of-freedom allocations remain the samd, a
the time-slot durations); remain the same, all degree-of-
freedom constraints remain satisfied.

Case 3:(i = L) For the same reasoning as in case 2, if
we define the same vectar, the decoding delay remains the
same and all constraints remain satisfied. Now, if we drop the
(new) nodel from the problem completely (the destination
is the new nodd. — 1) the reduced solution is still feasible
since none of the other nodes relied on the dropped nodes’
transmission. (It was the last in the order).
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