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SUMMARY

It is known that perfect noiseless feedback can be used tooimpthe reliability of communication
systems. We show how to make those gains robust to noise deetback link. We focus on feedback
links that are themselves discrete memoryless channelgdéM®nstrate that Forney’s erasure-decoding
exponent is achievable given any positive-capacity feekllzhannel. We also demonstrate that as the
desired rate of communication approaches the capacityedbtfvard channel, the Burnashev upper bound
on the reliability function is achievable giveany positive-capacity noisy feedback channel. Finally, we
demonstrate that our scheme dominates the erasure-dgoexidonent at all rates and, for instance, at
zero rate can achieve up to three-quarters of Burnashengsrage reliability. This implies that in a shared
medium, to maximize the reliability function some degreé$reedom should be allocated to feedback.
Copyright(©) 2008 AEI, first published by John Wiley & Sons, Ltd.

1. Introduction descriptions. Feedback enables a similariable-length
paradigm for channel coding.

Th ilability of feedback i icati ‘ As an important first example of the improvement
€ avallabiiity of feedback in a communication syster,sqipie for channel coding, consider Forney’s pafé} [

makes it p(_)SSlbIe to _relax a fixed-block-length cons_tral " erasure and list decoding. Forney gives the destination
and work instead with variable-length codes. Varlabk-:l-he option to declare an “erasure”. When this occurs
length str_ate_g_les hav_e the _d'St'nCt advantage of mugh e ansmission is requested (via the feedback link),
better reliability functions, i.e., the trade-off betweenygiing in 4 variable-length code. Roughly, an erasure is
error probability and the duration of transmission. Thgecared if one codeword isn't sufficiently more likely than
possibility of improvement may be understood by analogy| the rest. (Alternately, in][Z] exercise 5.14 an erasure is
with lossless source coding. In lossless source coding M@j&cjared if the observation isn’tjointly typical with a gie
likely (typical) sequences are assigned codewords whqg§geword. The resulting reliability function is only sligh
description length is roughly equal to the entropy of th@ywer than Forney’s.) The reliability function attained by
source. Such sequences make up most of the probabilyrney's scheme is strictly better than the sphere-packing
mass. In contrast, less likely sequences are assigngflind that upper bounds the reliability function of fixed-
longer descriptions. While the expected description lengp|ock-length codes without feedbadk?] and also of fixed-
is roughly equal to the description length of a typicablock-length codes with feedback over output-symmetric
sequence, zero-error is attained by (rarely) using longefiannels§.

As is shown by Burnashev ir2], a further improvement
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2 S. C. DRAPER AND A. SAHAI

sourcé in the decision whether to retransmit. At theThree important measures of performance are: (a) network
end of an initial transmission period the source knowsfficiency, (b) latency, (c) error probability.

via noiseless feedback of channel outputs, whether the

destination’s best guess of the transmitted messag
is correct. If it is correct, the source follows up
with a confirmation. Otherwise it sends a denial. In
[2], Burnashev upper-bounds the attainable trade off,
demonstrating that his achievability is tight.

Both Forney and Burnashev assume the feedback link
is noiseless. However, while Forney’s approach requires
only a single bit be fed back noiselessly per data block,
Burnashev requires noiseless output feedback, i.e.,
noiseless feedback rate equal to the log-cardinality of the
output alphabet. If noiseless feedback is claimed to be
useful, it is natural to query whether the improvement >
persists if the feedback link is noisy, as would be the  Small as possible.
case in any real-world system. The assumption of noiseleséc) In addition to low latency, a user also wants
feedback has long been recognized as the Achilles’ heel of ~ reliability. The service provider must create a

the information-theoretic study of feedback. In 1973 Bob ~ network, and implement a communication protocol,
Lucky stated it dramaticallylf4]: that achieves suitably small probabilities of error for

all users.

e(‘a) Efficiency — the overall rate of transmission — is of
paramount importance to the service provider who
owns the backhaul link. Given the expected number
of channel uses allocated to the transmission of each
packet, and the size of each packet, efficiency is
qguantified in terms of how close the systems come
to the Shannon capacity of the link.

b) On the other hand, a network user is more concerned
with latency. A user would like the time between
when the transmission of their packet commences
and when it is accepted by the destination to be as

Feedback communications was an area of
intense activity in 1968....A number of authors

had shown constructive, even simple, schemes  Herein the trade-off between efficiency, latency, and error

gzlt:\gwr;crnse#ehses Liigﬁﬁﬁkigo 1%C7h?')e}’5e dSrg?nnar;ioCr;llll)I/(e probability, is studied in the information-theoretic linuf

different... . . The subject itself seems to be a burned large packet payloads. Implicit is the idea that for any user

out case. ... the time between packets is significantly longer than the
In extending the simple noiseless feedback acceptable average latency on an individual packet.
model to allow for more realistic situations, such This is not the only possible context in which

as noisy feedback channels, bandlimited channels,  ynreliable feedback is interesting. While the above
and peak power constraints, theorists discovered @ gjscussion provides a packet-switched motivation, for
certain “brittieness” or sensitivity in their previous certain applications a circuit-switched perspective iseno
results. appropriate. In both9, 19, we examine the case of

The goal of this paper is to demonstrate that Point-to-point link dedicated to a single user where
improvements in reliability due to feedback are noRacket payloads are of fixed size. Instead of packet size,
necessarily “brittle” with respect to noise in the feedbackie expected end-to-end delay is allowed to grow. That
link. However, to do this, we must take some care tg€tting is appropriate to scenarios where data comes in a
formulate the problem appropriately. Although we cagtontinuous stream of small chunks, each associated with
our problem as one of point-to-point communications, wen individual deadline (as in streaming media playback
draw inspiration from networking. In networking a regulapr a video conference). Thus, many packets can be “in
goal is to share a common communication resource amditight” before the first one is due. That changes the nature
many users. Often the way to do so efficiently is viaf the solution quite dramatically. The difference between
statistical multiplexing. Consider a time-division mplg- [9] and [19] has to do with the nature of the deadlines.
access backhaul network through which each user in some[9] a “soft” deadline is considered. The destination is
community occasionally wants to route a large data packeslerant of occasional detected erasures and is presumed to

be able either to request retransmission or to mask detected
t1n this paper we use the terms “source” and “destination’rafgrence  €rrors. In [L9] the deadline is “hard”. If a packet misses
to the more standard “transmitter” and “receiver”. This scause t0 jts deadline it is considered to be in error. Each of these

combat the noise in the feedback link the destination wiivaty decide distincti k diff in th It toti
what to transmit back to the source. Thus the destinatiohaigib have a 91SUNCUONS Make a diference in the resuiiing asymptotic

transmitter and the source a receiver. behavior.

Copyright© 2008 AElI, first published by John Wiley Euro. Trans. Telecomm2008;19: 355-370
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CODING WITH NOISY FEEDBACK 3

1.1. lllustrative results 1.2. QOutline and notation

In Figurel we plot the outer hull of reliability functions for The outline of this paper is as follows. In Secti@n
the schemes derived in this paper. As points of comparisae detail relevant background results. In Secti®nve
we plot the sphere-packing bound, the Forney exponedgscribe the main challenges posed by noisy feedback
and the Burnashev bound. The sphere-packing boundaisd describe our solutions. Given any feedback channel
an upper bound on the fixed-block-length error exponetitat is a discrete memoryless channel (DMC) with
(tight at rates close to capacity). The Forney exponent®sitive capacity we develop a scheme whose reliability
a lower bound on the error exponent of decoder-drivdanction converges to Burnashev’s as the average rate of
variable-length coding. The Burnashev bound is a tigkbmmunication approaches capacity. This implies that in
upper bound at all rates. a communication medium where degrees of freedom must
In the figure, the channel under consideration is a binale shared between forward and feedback communication,
symmetric channel (BSC) with crossover probabilityl. a reliability function exceeding the sphere packing bound
The feedback link is an independent channel with capacity attainable when some degrees of freedom are used for
Cypy = 4C. Any memoryless feedback channel that cafeedback. We detail the protocols and present the basic
support this rate of communication will suffice. Theanalysis thereof in Sectiod. Detailed derivations are
particular details of the reliability function of the feeattk deferred to the Appendix.
channel are not important for the results of this paper. ThisRegarding notation, we use serifed-fonts, ex.fo
is in contrast to the results of 7). indicate sample values, and sans-serif, exgtp indicate
We present three schemes in this paper, the contributionsidom variables. Sample or random vectors, e.g., of
of which are indicated by the differently shaded regioriength+, are respectively written ag* andx™. An element
in Figure 1. We initially present our “basic” schemeand a set to which it belongs are denoted, e.gs; ast,
that contains the crucial ideas needed to address nogsy the cardinality of the set by |X|. We useZ, to
feedback. Typically, the reliability function of this sahe denote the positive integers.
dominates at high rates of communication. For instance,
this reliability function always approaches capacity L
the same slope as Burnashev’s bound, regardless Of%ePrellmlnarles
capacity of the feedback channel. In the basic scheme, tegfinition 1 A noiseless-feedback variable-length code
source alone determines whether or not a retransmissiofgg a discrete memoryless channel (DMC) with input

needed. and outputy is a pair of sets of maps
At lower communication rates, the bottleneck is the time
required to get the source enough information for it to E={& + MxY" ' = X}y, (1)

Qetermine whether or not to retransmiF. We immec_iiat(_ely D={D, : Y"—={0,1,2,..., M|} }1<n, (2)

improve on the basic scheme by allowing the destination . _

the option of making the decision whether to retransmivhereM is the set of messages and decoding tinotes
This decision is made by using an erasure decoder “atasure”, i.e., transmission continues.

the destination. The reliability function of this scheme,

labelled ‘basic + erasure’ is always at least as |ard%ef|n|t|0n2 The transmission duratiof\, average trans-
as Forney’s, and demonstrates that Forney’s reliabilifpission rater, and reliability function’z,, (R) are defined

function is achievable as long as the capacity of th@s follows:

feedback link is non-zero. Do(y™) #0

Finally, we develop a hybrid scheme labelled “multiple A =ns.t { D" N ’Of I 3)
hash”. This scheme trades off a longer transmission w(y™) = 0forall n’ <n.
duration with the ability to overcome the feedback 7 log|M| @)
bottleneck mentioned in the last paragraph. The source E[A]
is again included in the decision whether to retransmit. _ log Pr[error]
In contrast to the erasure option, which dominates whenEui (R) = _w- ()

Cyp is small, this scheme dominates when the average

communication rate is small. When the average rate wghere  Prlerror] = max,,c p Pr[D(y?) # m|m = m)
small, butCy, is too, this scheme reduces to ‘basic -and the expectation is taken over the channel noise (and
erasure’. the codebook if a randomized code is used).

Copyright© 2008 AElI, first published by John Wiley Euro. Trans. Telecomm2008;19: 355-370
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4 S. C. DRAPER AND A. SAHAI
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Figure 1. Diagram of the reliability functions for the threghemes presented in this paper. In this example the chintid BSC
with crossover probability 0.11, and the feedb#tk = 4C.

In [11] Forney proved the following theorem. Theorem 2 For any average rateR noiseless-feedback
variable-length coding strategy over DMG(y|x),

Theorem 1 There exists an average ratB noiseless- Eu(R) < Epyrn(R) where

feedback variable-length coding strategy over DM@|x) J

satisfyingE,;(R) > Ejorn(R) where Epurn(R) = C} (1 _ 5) ) (7)
Eforn(l) = Esp(R) + C(1 = R/C), 0= R<C, (6) 1pe constant’; is defined by the two “most distinguish-

. _ able” input symbols as
and whereE,(-) is the sphere-packing bound?] of the
channel. p(ylzs) @®

p(ylz;)

C = g_laépr(ylwi)log
s Lg "

In [7] Telatar provides an erasure decoding rule that
leads to a higher reliability function than Forney'sandC is the channel capacity.
However, for totally symmetric channels his result reduces
to Forney's (cf. )). Telatar further demonstrates that his To connect Theorem4& and 2, one should consider
exponent is tight at zero rate. For a universal erasurerney’s result to be an achievability result for fixed

decoder sedj]. block-length erasure decodingithout feedback (shown

In [2] Burnashev provides the following bound orto be tight by Telatar at zero rate). On the other hand,
Ey(R). Burnashev’s result provides a tight upper bound on the
Copyright© 2008 AElI, first published by John Wiley Euro. Trans. Telecomm2008;19: 355-370
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CODING WITH NOISY FEEDBACK 5

error exponent of fixed block-length erasure decodimdgstination’s decision). Otherwise, the destination caisim
with feedbacK. Effectively, in this paper we use erasurdo its tentative decision and the next message is sent by the
decisions to trigger retransmissions via a noisy feedbas@urce.
link. Of course, in certain settings one may not be Undetected errors can occur only if a deny signal is mis-
interested in retransmissions and the erasure-decodd®iected as a confirm. To achieve the exponent)rofie
story stands on its own. skews the binary hypothesis test so that the probability of
As mentioned in the introduction, Forney’s schemélse alarm (declarin@lAK when anACK is transmitted)
tests the likelihoods of the codewords. If the maximuris bounded by a small constant while the probability of
likelihood (ML) codeword is not sufficiently more likely missed detection is driven as small as possible. The best
than the rest, the message is retransmitted. The decis@tponentis found via an application of Stein’s Lemnila [
whether to retransmit is made by the destination alone.Retransmissions only result from errors on the forward
In contrast, Burnashev's approach moves the decisiehannel or false alarms. A¥ increases the likelihood of
whether to retransmit to the source. It improves upon tteéther event can be made as rare as desired. Therefore the
Forney reliability by attempting to recognize noise evengyobability of retransmission can be driven to zero. This
that cannot be detected at the destination. An exampgleans that the average rate of communication converges
would be when the channel noise moves the observatishthe rate of communication in a single block.
into the typical noise sphere surrounding a non-transchitte
codeword. The source knows the codeword sent and can . .
therefore detect such errors. The source follows up b’y Accommodating noisy feedback

sign_a_ling_ to the_ destination '_[h_at a mistaken deco_dinlgne variable-length feedback schemes discussed in
decision is pending by transmittingN&K. Conversely, it gection2 all assume noiseless feedback. The focus of this
ACK:-s correct decisions. Since this confirm/deny messagener is on noisy feedback. If we consider the Yamamoto-

is binary its detection can be extremely reliable. _Itoh scheme from the perspective of noise in the feedback
In the place of Burnashev's scheme, we descriigy three challenges arise:

a conceptually simpler strategy due to Yamamoto and

Itoh [22]. This scheme achieves the Burnashev bound 1. How should the source decide whetheAX or to
asymptotically in block-lengtiv. The strategy also nicely NAK a message?

illustrates the mechanism that improves the reliability 2. How do we keep source and destination synchro-
function beyond what is possible without feedback. The nized?

Yamamoto-Itoh strategy (and Burnashev’s also) is a two 3. How can we utilize the forward channel efficiently
phase scheme. In the first phase a message is sent to the while waiting for feedback information?

destination at a rate slightly below capacity, achieving a . , .

somewhat small probability of error. For example, 28] The first issue arises because noise in the feedback
a lengthAN block code is used whefe< \ < 1. Via the link prevents the source from knowing exactly what

feedback. at ime\V the source knows the destination’dn€ destination observed. Therefore, after transmittisg i
ML estimate or “tentative decision”. The source followd"eSsages over the forward channel using a block code,

up with a confirm/deny ACK/NAK) signal. This signal the source does not immediately know whethe_r to follow
s (1— \)N repetitions of thez;- or the z;- symbol, up with an ACK or a NAK. We address this issue by

respectively (cf. 8). At the conclusion of the secondhaving the destination transmit an identification code
phase the destination runs a binary hypothesis test (R{otec_ted by a SeC?”d bk_)Ck_ C(_)de) to the source over
determine whether the confirm/deny signal iSA@K or a the noisy feedback link. This indicates to the source the

NAK. If the result is aNAK, the message is retransmitte estination’s tentative decision and is sent immediately
(via the noiseless feedback the source is aware of t Io_vvmg_t_he (_1ata transmission. After the source de_coqles
the identification code, it decides whether the destination
"one sees s b Ling that for fixed block lenath<@hmash correctly decoded the last data transmission. If corrext th
s0ne sees nis Dy recognizing that Tor fixe ocK-leng gasnev . . .
bound is an achievable error exponent in an erasures cooyewsing source transmlts_, aACKelsfe It ransmits &!AK. ]
a single-shot Yamamoto-ltoh2§] strategy. Conversely, if any better ~The second issue arises because in practice a code
errors/erasur_es trade off were poss_|b|e_3 with feedback stfeeme could j5 glmost never intended for one-shot use. Rather, it is
be used to implement a retransmission strategy. The resuitdwbe . s e
used repeatedly to encode a (possibly infinite) sequence

a variable-length code with a reliability function that viduexceed )
Burnashev’s bound. of messages. For fixed-block-length codes, the decoder

Copyright© 2008 AElI, first published by John Wiley Euro. Trans. Telecomm2008;19: 355-370
& Sons, Ltd. DOI: 10.1002/ett



6 S. C. DRAPER AND A. SAHAI

can decide which symbol belongs to which messadmckhaul network example discussed in the introduction),

without looking at the symbol values. No synchronizatioor could be a succession of messages coming from a single
issues arise. However, if the block length is variableser.

the receiver must parse into messages the unending
stream of received symbols. In lossless source-coding, for
example, the requirement that the code be self-punctuatﬂ‘rg

manifests itself at the single block level through the &ipli |, this section we give details of the protocols for noisy
requirement of unique-decodability or equivalently the t feedback. In Sectiont.1 we present our basic protocol
code is prefix-free. For channel coding, the counterpagat addresses the challenges detailed in Se&iowe

is that the decoder must be able to decide how to parsgend the basic protocol in Sectiors2 and 4.3 to

the stream of channel outputs based upon the outpifyrove, respectively, performance when the feedback
themselves. With noiseless feedback, the requirement @pacity is small and when the communication rate is low.
be expressed at the single block level by requiring thene gerivations of protocol performance are given in the

block stopping time to be a causal function of the channghpendix. The underlying ideas and resultant reliability

outputs. S functions are discussed in the main text.
When the feedback is noisy, it seems hopeless to try

to maintain synchronization as an absolute requirement,
Unless either the forward or feedback channels haéel'
positive zero-undetected-error capacity, the only waphe basic strategy operates across a sequence of length-
absolute synchronization can be achieved is through time slots. Each time slot is partitioned into three
fixed-block-length codes. Consequently, we relax thg&gments of lengths AN, (1 —\)N, and (1 — v)AN,
design constraint of perfect synchronization at the singtespectively, wher® < \,v < 1 are design parameters.
(variable-length) block level. Instead, we recognize thehis partitioning is illustrated in Figur@. The first and
potential loss of synchronization to be a source of decodifigird segments are used to transmit a lenyiirate-R a4
error, and bound its contribution to the error probabilityslock code along the forward channel while the middle
In addition we introduce a mechanism for reestablishirgegment is used for sending AGBK/NAK signal. At the end
synchronization once lost. Without such a mechanism tlo¢ each time slot the destination’s tentative decisionss it
source and destination would always eventually fall out ofiL message estimaté < {1,2, ..., 2 N Faata},
synch. The reason for the (possibly) non-contiguous transmis-
To maintain synchronization in the context ofion of the block code — in segments one and three — is
Yamamoto-ltoh with noisy feedback, the source musghat the confirm/deny message should be sent as soon as
determine how each of its confirm/deny transmissions hpsssible. This minimizes the user’s transmission duration
been decoded by the destination. If the source makesd increases the error exponent. Say, for example, that the
mistake here, it will fall out of synch with the destinationfeedback channel is far better than the forward channel.
For example, the source might transmit a new messagken, the information required by the source for deciding
while the destination is expecting a retransmission. Wehether to retransmit can be available long before the
keep source and destination keep in synch by using a vérgnsmission of the new codeword wraps up. There is no
low-rate anytime codelp, 18] to appraise the source ofreason to postpone transmission of the confirm/deny signal,
the destination’s sequence ALCK/NAK decisions. With and hence it should be transmitted mid-time-slot.
high probability the anytime code keeps the two discussingAn important observation is that the source does not
the same message. Just as importantly, it recovers fromed to knowm to decide whether to retransmit. It only
any out-of-synch events with increasing probability aseeds to know whether the destination’s tentative decision
time passes. is correct, i.e., ifm matches the message sent. This is an
The third issue arises because while the feedbaitlentification problem§, 10, 3]. To address the capacity
information is being transmitted along the reverse link, thimitations of the feedback link we encode the tentative
forward link should not lie idle. If it did, the correspondin decision into an identification code. To deal with the noise
degrees of freedom would be wasted. We interleaws the feedback link the output of the identification code
messages to maintain an average utilization of the forwaedencoded using a forward error-correcting block code.
link. These messages could either come from differefihe resulting codeword is transmitted over the feedback
‘users’ time-sharing the forward link (as in the motivatinghannel in the firsy\[V channel uses of the next time slot.

Protocols for noisy feedback

Basic protocol

Copyright(© 2008 AElI, first published by John Wiley Euro. Trans. Telecomm2008;19: 355-370
& Sons, Ltd. DOI: 10.1002/ett



CODING WITH NOISY FEEDBACK 7

typical transmission delay= N + AN + (1 — AN

N N N

forward ch Lo
feedback ch

block code segment 1:§ ACK/NAK block code

new msg or retrans | previous msg  segment 2

for previous meg [ L)

VAN (1-=MNN (I =9)AN

Figure 2. Diagram of interleaving data messages and cowulénmy/ signals on the forward channel and identification and
synchronization messages on the feedback channel. A siatdemessage is transmitted in each lengttime slot. However, the
block code is divided into two segments. The feedback lie& idle for the middl¢1 — A) N channel uses of each time slot.

For the identification code we use a binning encoder péirst begins transmission to the time the destination detect
Slepian-Wolf R1]. We assume the existence of unlimitechn ACK for that message.
common randomness between source and destination. Thi
means that from time slot to time slot the binning function&

are statistically independent. Statistical independesfce of time slots amongl “virtual users’. (See 17, 10]

the b|rj\r]1\rrl1%g functions greatly simplifies the errqr_analyk_ls for earlier variants of this strategy.) Each data message
The 2~V faata messages are randomly partitioned into

9YANEL bins B, ... Bywn,. The indexk of the bin IS congidt_ared to come from a particular user. After the
such thatm € By is then encoded and transmitted alon [ansmission of a.message, the .us_er walils - 1)].\7

the reverse channel using a lengthN block code. hannel uses f_or its n_ext transmission opportunity. In
The source decodes the feedback messagé.tgor (N€ meantime, in the finall —~)AN channel uses of

compactness, we refer to the message bin index as ﬁ?é:h time slot the destination is transmitting an anytime
message “has’h”. code to the source, indicating tH&€K/NAK decisions the

If me B, (ie. if the transmitted message and thdestination has made to this point. The anytime code takes

tentative decision are in the same bin) the source uses #fdnPUt t’he sequence of the oneAlK/NAK decisions for
second segment of the appropriate times slot (see2ftg. all users’ messages.
transmit the same lengifi-— \) N ACK signal as is used in  Although not immediately highly reliable, the outcome
Yamamoto-Itoh. Otherwise it transmits th&K signal. If of any particular ACK/NAK decision is learned by
the decoded confirm/deny signal iSNAK the destination the source with increasing reliability over time. If
expects a retransmission. If it is @CK the destination retransmission opportunities are spaced sufficiently far
finalizes its tentative decision, terminating the recaptid apart, i.e., if LN is large enough, by the time the first
that message. The duration of transmission is calculatgfyortunity to retransmit the message arises the source
from the time the block code corresponding to the messagsows with high reliability whether or not it needs to
retransmit. In AppendiA.1 we show that synchronization
91t is known that identification codes with unlimited commoncan be maintained with arbitrary reliability and, once Jost
randomness have infinite identification capacity][ This is in contrast is soon reestablished. The timing of the synchronization

with the original results on identification codeH fhat require encoder o ’ ]
randomization but assume no randomness is shared with toelete protocol is illustrated in Figur8.

Fo maintain synchronization the destination uses an
nytime code in conjunction with a round-robin scheduling

Copyright© 2008 AElI, first published by John Wiley Euro. Trans. Telecomm2008;19: 355-370
& Sons, Ltd. DOI: 10.1002/ett



8 S. C. DRAPER AND A. SAHAI

N N N

| | | | |
\ userL\ user 1\ userﬁ \user L—i userIJ useri

'ACK/NAK
iforuserL

anytime
code

(I —=7)AN

Figure 3. Transmission rotates in a round-robin fashionragousers. Each message is assigned a particular user who nmitsti wa
his next time slot to retransmit. By then the bit indicatioghie source whether or not the destination receivBiAla (and expects a
retransmission) has been in the anytime cod€ for- 1)(1 — v)AN channel uses.

In AppendixA.1 we bound the error probability of thisis the retransmission delay. As is discussed in the
scheme a®rlerrof < appendix, the false-alarm probability: 4 can be made to
i1 _ decrease exponentially iN, leading to an asymptotically
(1-\)C1N . AR, N
2 422777+ Pr{not synchefd  (9) approachable expected delay
The first term results from a missedAK. The second 1
term arises from undetected errors resulting from hash lim —F[A]=14+~9\+(1-=)). (12)
collisions. These come about in two ways. The destination
may make a decoding error, but the hash of the (erroneousYogether (0) and (L1) define the limiting error exponent
tentative decision matches the hash of the transmittéat the scheme as
codeword. If this occurs the source would not detect .
the error. Alternately, while the hashes may not match lim — log Prlerroq = min{(1 — A)C1, yARA}
when initially calculated, a false match may occur becausée” ~*> E[A] LA+ (1-2)

of noise in the feedback link. In _such cases the hastye exponent is increased by using the largest possible
corresponding to the ML decoding of the feedbacﬁh' We are limited toR), < C, else the rate of the
message happens to match that of the true message gdification code would exceed the capacity of the
the source does not detect the error. The final term is the,gphack link, resulting in frequent retransmissions. Set
_probablhty_ of encoder an_d decoder being out of synch.Aﬁh — (', to maximize the exponent. The reason the
is shown in the appendix, the last term can be made @giapility function of the feedback channel doesn’t come
small as either of the first two resulting in the limiting er10,4¢4 play is that feedback errors lead to retransmissions
exponent with high probability. Only in the extremely rare case of
a hash collision (cf.9)) does a feedback error likely lead
to a undetected decoding error.

In AppendixA.2 we also show the expected transmis: of thg NV channel uses in a t|m.e- slot a fraction
sion duration is bounded above by are ded|cate_d to transrmttmg data_l giving a “per—slqt_” rate

ARgara. As is shown in AppendixA.1 the probability

. (12)

1
A}im N Prlerrof = min{(1 — \)Cy,vAR,}. (10)

2¢ep A LN of retransmission is upper bounded by 4. Since each
E[A] < N+~yAN+(1—-AN + 1— 2€pa (1+o(1). transmission is independent the expected data rate
The false alarm probabilityer, is the probability _ AR yata
of an ACK being mis-detected as BWAK, while LN R> 1—2pa (13)
Copyright© 2008 AElI, first published by John Wiley Euro. Trans. Telecomm2008;19: 355-370
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CODING WITH NOISY FEEDBACK 9

Recall thaters can be made to decrease to zerstarts to decrease. As we discuss next, this decrease is an
exponentially quickly inV. As in Yamamoto-Itoh, the best artifact of the scheme.

reliability function is found by using a data rai... just ~ The basic scheme has two deficiencies we address in
below capacity. Settingta.:a = C anders =0 in (13)  subsequent sections. First, when the feedback capacity is
to evaluate the limit gives\ = R/C and the resulting small the Forney exponent is higher than that of the basic
reliability function scheme, even though the Forney approach requires only a
single (albeit reliable) bit of feedback. In the next seatio
we address this by allowing the destination to demand a
retransmissionvia erasure decoding) rather than always
leaving that decision to the source. Second, the religbilit
The reliability function is increasing iy until the the function of the basic scheme decreases to zero even as

probability of missed detection of BAK (the first term the rate decreases (i.e., asgoes to zero) because the
in the numerator) equals the probability of hash collisioffaction of the time slot in which the identification code is
(the second), or the maximum= 1 is reached. Therefore transmitted (equal tg \, see Fig2) is decreasing meaning

min{(1 - £)C1,1Cr )}

_ where R € [0,C].  (14)
1+728+(1-%) 0.¢]

choose that hash collisions are more probable. We remedy this in
Y C 1 Ch 15 Section4.3 by transmitting multiple hashes per message.
R Ul A o (15) " This also allows us to gainfully employ the feedback

channel during the periods in which it is idle in the basic

We term the “high-rate” region the region such that 1,  ¢.hame (the segment marked “idle” in F&).

i.e., such that

_ c
R>——. (16)

1+ 7 4.2. Adding an erasure option

In the high-rate region the bound on the reliability funntioAn immediate refinement to the basic solution that has a

simplifies to large effect when the feedback capadity, is small comes
- from allowing the destination an erasure option. At the end
(1 - 5) Cy of each block transmission instead of maximum-likelihood
) C (17) decoding, the destination performs erasure decoding. If
DI o s o e e s
c Cro the decision turns out “erasure” the destination expects a

. ) ) retransmission regardless of the outcome of the source’s
In the high-rate region the difference between thgonfirm/deny message. Erasure decisions are indicated
Burnashev exponent and that achieved by this strategy the source via the synchronization messages. For
lies in the denominator ofl(7). As the average rate of yransmission of a message to end, and therefore for a
communication? approaches the capacity of the forwar%lecoding error to be made, MAK must not be detected
channelC the denominator approaches unity. Thereforg,q an erasure must not be declared. In Apperiliwe
the reliability function of this scheme approachegycylate the effect on the error probability and expected

Burnashev's ag? approache<”. The feedback capacity yansmission duration. The derivation is only slightly
Cyp only impacts the error exponent through a term th@itrerent from the basic protocol.

. . R ) i .
behaves quadratically ifl — ). One should note that  The result of that analysis is that an erasure-decoding

it is in the high-rate region, where < 1, that splitting grror exponent ;. (-) is added to the numerator af%)
the transmission of a message into the first and thigﬂ/mgth ~log Prjerron _
— 00

segments of its time slot becomes important. Without su ElA] N

an allocation the reliability function would not approach

capacity with the same slope as Burnashev’s bound. This  Eforn(Raata) + min{(1 — A\)C1,7AR,} (18)
is a major refinement compared to the earlier scheme I+9A+ (1= '
presented in10].

Figure 1 plots the reliability function of this ‘basic’ There areAN R4, bits transmitted per time slot. In the
scheme for a BSC with crossover probabilityl1 and limit of large NV the retransmission probability goes to zero
Cyp = 4C. Note that the reliability function increases@s so limy_.o, R = ARgata. We substitute A = R/Ryaa
decreases fror@' to about0.27, after which the reliability into (18). As before we evaluate the functionaj = C;

Copyright© 2008 AElI, first published by John Wiley Euro. Trans. Telecomm2008;19: 355-370
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10 S. C. DRAPER AND A. SAHAI

getting is allocated to synchronization. However, as the analysis
. ) of AppendixA.1 shows, one can accommodate a shorter
Eforn(Rdata) + min{(1 — 2—)C1, yz2=Cf } third segment (large) by including more users in the
= o o round-robin scheduling depicted in Fi§. As N and L
1 + ’de]zta + (1 - Rcfzta) g p @

grow, the fraction of feedback channel uses allocated to
where0 < R < Ryups < C. synchronization can be allowed to shrink till, in the limit

. ) . Bf large NV, it is negligible. Therefore, for simplicity of
One can immediately see the improvement enabled Yesentation we assume all channel uses of each time
this scheme when the feedback ratg, is small. While P

S ) . slot can be allocated to hash messages.
Cyp limits the second term in the numerator, it does not . . .
: Under this assumption, each message is haghed

effect the contribution of Forney’s exponent. . !

For example, letting? = Rgq:q (in other words) = 1 Il tm;e 1b{ )I\engtqe/j\]\f /\h]at]srlesl, _angk]\?:] tanes _:?K
so that there is no confirm/deny phase) ang 0 gives ength{{( )+(_ _7) IV = 7 ] ashes. the
a scheme that achieves the Forney erasure-decoding ePrré)ll()COI fork = 31s dlagrammed n F'Q“- )
exponent withany amount of feedback. The available In AppendixC we derive the following asymptotically
feedback is used to run the anytime code that maintaiﬁgproaChable error exponent for the scheme:
synchronization. Since the rate of this synchronization i
code can be made arbitrarily smalli;, can also be Eforn(Rdata) +min{C1 (1 = A), Rp(yA + k — 1)},
arbitrarily small. The scheme is now totally decoder-dnive ktad+(1-2)
since the decision of whether or not to retransmit is beirwh ke d As in Section 4 2(2:)
encoded into the synch information (of negligible size). ere k€ £y and y € (0,1]. s In ection4.2 the

The curve labelled “basic + erasure” in Figufe exponent is maximized by choosirg, = Cy, and A =
illustrates how the major improvement stemming from thg/Rd“_t“' . o
erasure option comes at low rates. However, the feedbaclé‘ slightly modified a_naly3|s IS necessary for= .O' I
channel is still idle a fractior(1 — ) of the time (cf. .= 0 each block code is not split across the confirm/deny

Figure2). In the next section we make use of these Chanr%fgnal.dReferrlng to Figd, when_y ~ Obthe trﬁnsmssmn
uses to further improve the exponent at low r&te of m; does not commence at time but rather timeb.

This means that the transmission duratiois smaller by
(1 — AN, and the error exponent is

(19)

4.3. Multiple hashes gives a low-rate improvement

In this section we show how to delay retransmission Eforn(Raata) + min{Ci(1 = ), (k = 1) R}
decisions so as to exploit the idle period of the feedback k

channel. Instead of necessarily sending the confirm/depy . . €7, k>2 Fork =2 and Ry, — C this is
+5 v Z 4 - ata —

message in thg ﬁr.St confirm/deny slot after the completicﬂqe result presented il (). To evaluate the best exponent
of data transmission, we send it at thih round wherek again sefRy — Cy andA = R/ Rata.

is a positive integer. This allows us to send multiple hashe . ; ) N
per message (and multiple messages per hash). Every I“\g;\sLhe maximum of £0) and 1) is the final reliability

. . i i i <R<
must match for arACK to be sent. The key engmeermgunCtlon of our scheme, given in2g) yvhereo =h<
. . . S Ri.:qa < C. We note that neither the first nor the second
assumption behind this section is that the source has acceés . : . . :
. . . 1erm of 22) dominatesin all regimes. For instance consider
to multiple messages to transmit even before the firs . -
. . a BSC with crossover probabiliy.1 andCy, = C/4. In
message has been accepted at the destination. This mgans ~ .~ "~ " .
that the inter-arrival time of messages is shorter than the regimef: € [0.435, 0.48] the second term is larger with
29 ke [2,3,4]. While in the regimer € [0.48,0.505] the first
acceptable average latency on a single mes$age.

N 7 ) . t?rm dominates, and abo0e505 the second term is larger
To simplify the analysis, first consider the requirement . o range once again

of the synch messages a& gets large. To this point we h " (i lculable in closed f Let
have assumed that the entire third segment of each time %OT € zero-rate exponent IS caicuiable In closed form. L.e
oth R and Rt 9O to zero with the ratid?/ R, also

going to zero. The exponent becomes

(21)

llwhile this moves in the direction of], the difference is that here we
do not assume that the inter-arrival time of messages is pteyically .
insignificant relative to the acceptable latency on a sinplessage. Eforn(o) + mln{Cla kcfb}

Instead, the two are comparable to each other and relategigihi:. ,?el%f k+1 )

(23)

Copyright© 2008 AElI, first published by John Wiley Euro. Trans. Telecomm2008;19: 355-370
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CODING WITH NOISY FEEDBACK 11

a b
Durationr = kN + vAN + (1 — )N Decision/erasure made on message
‘ m; ‘A%/,N?K m; ‘ mit1 ‘A%CNZAK‘ mit1 ‘ mi42 ‘ A%/,NM miyo ‘ mit+3 ‘AC‘%!“AK‘ miy3 ‘
YAN (1-A)N (I-)AN  ~4AN (1-\)N (1—y)AN

‘ h(fi_1,m;_2,Mm;_3) ‘ h(f;_1, ﬁ’i—2)| h(;, "A"iflaﬁ"'i72)‘ h(m;, m;_1) I h(Mmj 1, My, ﬁ’i—l)‘ h(fmitq, m;) I h(Myo, Mgy, M) h(m;4o, ﬁw+1)|

| | |

Synch transmissions make up a negligible fraction of feekllchannel uses for larg¥ and L

Figure 4. Diagram of interleaving of user data a#Ks on the forward channel and the corresponding identificatamling on the
reverse channel.

Etorn(Rdate) +min{Ci(1 — ﬁ), Cfbw% +k—1)}
max ~ max _ ' . ,
k€Zy y€[0,1] k+yg—+(1- Rflﬂ
Eforn(Rdata) + mln{cl(l — RLL kab}
k1 - : (22)

In the case where the feedback channel is sufficiently largmpacities. We plot our results for the multiple hashing
Cypy > C4, we find the maximum attainable exponent o$trategy although, in some cases, depending o6'fend
our scheme to be the average communication rate, the scheme will reduce to
] either the basic scheme or the basic plus erasure.
= [Eforn(0) + C4]. (24) ForCy, = 5C atlow rates the multiple hash technique is
2 used. At high rate the strategy reduces to the basic scheme.
As an example, Telataf] proves that the zero-rate error! & break-point between the two occurs at roughily-
exponent of erasure decoding equals 0.24 where there is a kink in the reliability function. This
is analogous to the transition between the two strategies in
Pyix(ylx") Figure1 which occurs at roughly? = 0.27 (recall that in
m' that plotCy, = 4C). _ _
(25) In contrast, when the feedback channel is more noisy,

where p, () is the user-chosen input distribution ang 7* — ¢, each strategy is used in distinct rate regions.
Py|x(-]-) is the channel law. For the BSC with cross-over hen [ is small (roughlyl? < 0.2) the erasure decoder

probability p the zero-rate exponen2®) gives Forney's is used and the reliability function matches Forney’s. At
zero-rate exponent and simplifies to high rates (roughly? > 0.43) the basic scheme dominates.

In between (roughly).2 < R < 0.43) the multiple hash
technique is used. The two kinks in the curve in
Erorn(0) =0.5D(p||1 — 26 O . . .
sorn(0) (pll1 = p) (26) this intermediate region result from the integer effects

which is half Burnashev's zero-rate exponent;. discussedindl).
Substituting £6) into (24) says that fora BSC iy, > C

our zero-rate exponent equal§5C; . The improvementof 5 conclusions
the multiple-hashes approach is illustrated in Figure

max > > pa(@)px(a )by (yla) log
e oy

In this paper we have shown that the improvements in
reliability functions resulting from variable-length dad

are not fragile with respect to noisy feedback. We
Figure 5 plots the results of this paper for a BSC withdemonstrate three major performance points. First, the
crossover probability).1 and for two different feedback performance of the Burnashev bound is approachable even

4.4, Illustrative results

Copyright© 2008 AElI, first published by John Wiley Euro. Trans. Telecomm2008;19: 355-370
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12 S. C. DRAPER AND A. SAHAI

““““ Burnashev
. —— This paper
| - - - Forney 1
Cpp = 5C
~— 1.5 4
c
(O]
c
o
o
x
[¢}]
S 1 Cpp=C .
3]
0.5F .
0 1 1 1 1 s~ =
0 0.1 0.2 0.3 0.4 0.5

average rate

Figure 5. Exponent comparison for the binary-symmetricnoleh (BSC) with crossover probability 0.11: Burnashev,regr and
sample results from this paper. FO%, = 5C' at low average rate the multiple hashing technique is usetewah high rates the
basic technique is used. In contrast, o, = C' at low rates the erasure decoding option is used, while pteltiashing is used at
intermediate rates, and again the basic scheme at high rates

with a noisy feedback link as the rate of communicatiopossible. At the same time we interleave messages to
approaches capacity. Second, the Forney exponentkéep the transmission rate high. At lower-rates, we achieve
attainable even if given a tiny feedback capacity. Thisetter performance than classic erasure decoding by
implies that given a two-way channel whose obijectivallowing for a soft combination of Forney-style decoder-
is one-way transmission, the reliability function can bdriven retransmission and Burnashev-style encoderdrive
improved greatly by allocating some degrees of freedoffitransmission. We further improve performance at low
to feedback. Third, if the feedback link is capable enougfates by sending multiple identification codes per data

at lower rates we can outperform Forney, sometim&ock. Only if all identification codes match does the
significantly. source trust the destination’s tentative decision.

One key component at all rates is the use of an
anytime code to maintain synchronization between sourge
and destination. The anytime code jointly encoders the
synchronization information of all “users” that shar.e- thg\_l_ Probability of Error
forward channel. At high rates, there are two additional
key innovations. First, we split the data transmissiowe analyze the error probability by decomposing the
part of the message into two segments. This allows tleeror events into two root causes. The first cause is an
destination to make its decoding decision as soon agoneous tentative decision that the system doeblAkt

Basic Protocol

Copyright(© 2008 AElI, first published by John Wiley Euro. Trans. Telecomm2008;19: 355-370
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CODING WITH NOISY FEEDBACK 13

Pr[errof = Pr[(syncheddest errNAK not dej U (not synchedNAK not ded] (27)
< Pr[NAK not detsyncheddest erf + Pr[not synchel
= Pr[NAK not det src detectisyncheddest erf
+ Pr[NAK not det src doesn’t detefgtyncheddest erf + Pr[not synched
< Pr[NAK not detsrc detectssyncheddest erf
+ Pr[src doesn’'t deteftyncheddest erf + Pr[not synchefl
= Pr[NAK not detsrc detectssyncheddest erf
+ Pr[src doesn’t detecho FB erfsyncheddest erf
+ Pr[src doesn’t detecEB erisyncheddest erf + Pr[not synchefd
< Pr[NAK not detsrc detectssyncheddest erf
+ Pr[src doesn’t detefrio FB ert syncheddest erf
+ Pr[src doesn’t deteftB err, syncheddest erf + Pr[not synchefd (28)

The second cause is non-synchronization of source aad arbitrarily smaller 4, we can approach a bound of
destination. 2-C1(1=M)N on the probability of not detecting HAK as

In (27)-(28) we use the following abbreviations to/N gets large. In fact, a slight generalization of Stein’s
denote the important events. The event ‘synched’ (‘na@emma due to Hoeffding (see, e.g5, Exercise 1.2.12])
synched’) refers to when source and destination ashows thatr, can be made to decay exponentiallyNh
discussing the same (different) messages; ‘dest ewith negligible effect on the decay of the missed-detection
indicates the destination’s tentative decision is inatrre probability as long as the exponentgf, is suitably small.
‘NAK not det’ means in a given time slot the destination Haf of the second term ir2Q) is the probability that the
did not detect &NAK (regardless of what was transmitted)identification code fails. This occurs when the true message
‘src detects’ (‘src doesn’t detect) indicates that therseu s in the same bin as the incorrect tentative decision, a
does (not) detect (for whatever reason) an erroneoygsh collision”. Because the bin index of the true message

decision; ‘FB err’ (‘no FB err’) means that the block codgynd the tentative decision are uniformly and independently
that encodes the identification information was '”COVSECtbssigned, this probability equats N x| the reciprocal

(correctly) decoded by the source. of the number of bins.

We bound £8) as The other half of the second term df9) also results

from a hash collision. However, the cause of this collision

is different. The hash calculated at the destination may, in
<log {2_(1_A)Ncl + 2 x 27 MVEL | Prnot synchebl} fact, not match the hash of the data message. However,
% (1+o(1)). (29) because of an error on the feedback link the hash (_jecoded
by the source does not match the hash transmitted by

The first term in 29) is the only term that exists in thethe destination. The probability that the correct hash
noiseless setting (e.g., i2]). The ACK (NAK) sequence (unfortunately) matches this incorrectly decoded hash is
is (1 — \)IV repetitions of ther; (z;) symbol determined also2~ 77,

by the optimization in §). The destination uses a skewed It is worth commenting on this further. Ask,
binary hypothesis test. Stein’s Lemmd] ftells us how approaches the capacity of the feedback link, feedback
to control the trade-off between false-alarm and misseérrors occurmuchmore frequently than hash collisions.
detection. We want to minimize the probability oNAK Most of these events lead to retransmissions and not to
being mis-detected as aACK (leading to a decoding undetected errors. As with the asymmetric hypothesis test
error) while keeping a slowly vanishing bourg 4 > 0 in the confirm/deny phase, this is another point in the
on the false-alarm probability (2RCK being mis-detected protocol where the asymmetry in event probabilities is
as aNAK, which just leads to a retransmission). Focentral to the protocol’s success.

log Prlerrof

Copyright© 2008 AElI, first published by John Wiley Euro. Trans. Telecomm2008;19: 355-370
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14 S. C. DRAPER AND A. SAHAI

In order to bound the third term oR9), as discussed Combining G0) with (29) gives
in Sec.4 we use an anytime code in conjunction with 1
a round-robin scheduling of time slots amohgusers’.  Prlerrof < 2-(1=MNC1 L g 9= ANRn 4 cL-1_—

The rate of the anytime code W since each bit 1_(31)

being communicated ha§l —)AN feedback channel gelectL large enough to balance the last term &1)(
uses before the next bit arrives. To determine whether igth the first two. This is always possible ¥ > 0 and

retransmit an old message or transmit new data in a givernc 1. Note also that the resultinf is not a function of

time slot, the source estimates the destination’s sequengeThis means that

of ACK/NAK decisions. Typically, if aftei. — 1 time slots 1

the destination’s confirm/deny decision—corresponding to lim —— logPrlerrof = min{(1 — A\)C1,vAR}}.

the decision madé time slots back—is estimated to be > (32)

an ACK (and other prior confirm/deny decision estimates

rema_in unchanged) the source transmits a new Messag8, Transmission duration

else it retransmits. Very rarely the source must re-jig its o

transmission schedule to get back into synch with th&/e now bound the expected transmission delay. Trans-

destination. This is discussed further below. mission begins when a message first shows up at the
The most recent confirm/deny message relevant tc)c‘tjlannel input. Transmission ends when (due to whatever

transmission/retransmission decision entered the aeyt“%ause) the destination detectsAtl lforthgtmessage. T_he_
._time difference between the two events is the transmission
encoder (L — 1)(1 —v)AN channel uses before this

decision is made. The second most recént- y)AN delay. , L . )
It suffices to think in terms a single user's message
channel uses before that, and so forth. Frat8, [16], ; i
. : stream. Let be the message number. Be- 1 is the first
we know that the probability a random anytime code . .
) ! . message for this usek,= 2 is the second message, and
incorrectly decodes a confirm/deny message miiltae

slofs ago decreases exponentially with delay. Eet so on. It is useful to consider time in terms of time slots
) N here a single slot is of lengthl AN + (1 — A\)N and
2~ (1=1AN Eany (1/(1=7)AN) = Applying the union bound w "9 : gIN + AN -+ ( )

. the slots occur every, N channel uses. Le; be the first
Bne slot in which the destination is listening for message
k. Because of out-of-synch events this is not necessarily
the same time slot in which the source initially transmits
Y A | that message. We usg to be this time slot, i.e., the first
Y=g — (30) o Whi : :
1—¢ time slot in which messageis transmitted by the source.
=L If, for instance s, < dj the source leads the destination. If
) ) s, > d the source lags the destinationsif = dj source
where the relevant®,,, is the random-coding error 5n4 destination are in synch. Finally, let be the slot
exponent essentially evaluated at zero-rate Sf#€€ysxy  in which messagé: is accepted by the destination. The
is so small. natural definition of the transmission delay for messhage
If previous confirm/deny decisions are changed then tieA, = N + AN + (1 — \)N + LN (a — si).
source re-jigs its transmission schedule to get back intoln the vast majority of cases, the transmission delay as
synch with the destination. If the re-jigging extends moreefined above is positive. However, there are very rare
than L time slots back, there is likely to have been a bursiccasions when, due to temporary loss of synchronization,
of incorrect decodings. Such out-of-synch events can bee destination accepts a message before the source ever
made as rare as desired by choosingufficiently large.  attempted to transmit it. These events are already figured
It is important to note that error detection andnto the error calculation of the previous section. But,
synchronization operate on two distinct time scales. TH@ Prevent such rare events from skewing the expected
source needs to detect errors immediately so as to be abf@smission duration, we define the transmission duration
to NAK promptly. This time-scale dominates the expecte?f thekth message to be
transmission duratjon. In contrast, retransmissioqsai_ﬁer Ap = N +9AN + (1 = VN + LN max(0, a, — s1,).
on a much longer time scale. As long as retransmission are
suitably rare, their effect on the expected decoding domati  First observe thatdy.; = ar + 1. The destination
is negligible. deterministically increments by one its message count

messages are in error is bounded by

7 1
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CODING WITH NOISY FEEDBACK 15

after each acceptance. Observe also that a messagenistable processes as described 1B, [20] and is why
accepted whenever aACK is detected. Because thethe anytime code is used. The first error must therefore
channels are assumed to be memoryless, and hasghat leastl| extra bits ago. By reasoning analogous to
functions and codebooks are re-randomized at every sl@0), for ! # 0 the probability of such an errd@r[s, = d —

the differencesfy1 — di = ar + 1 — dj are independent I|dy = d, a, = d +i] < §|”+L*11—i£ since the analysis
geometric random variables and independent of tle# the random anytime code doesn’t depend on the

transmission time. particular values of the message bits after the desired ones
To understand the probability of detectingA@K, itis corresponding t@, = d. So, by the memoryless character
easier to calculate: of the feedback channel and the disjoint nature of the
times slots used for the anytime code, the conditioning on
Pr[NAK def a, = d + i isirrelevant.
=Pr[NAK det dest no effr+ Pr[NAK det dest er} (33) The derivation continues fron3§).
< Pr[NAK det dest no ermo FB erf To get to @0), we use that for|¢| <1, the sum

S kék =¢(1—¢)~2 and bound: < for i > 1. This

can be made as close 10+ v\ + (1 — \) as desired by
+ Prdest erf (34) ' choosing: 4 small enough and large enough. Thus, the

< Pr[NAK detdest no ermo FB ert expected delay is effectively the length of a single slot.

+ Pr[FB erf + Pr[dest erf
SEFA + 2—’)/>\NET(R)1) + 2—)\NEf(Rdata)

+ Pr[NAK det dest no errFB erf

(35) B. Basic protocol with an erasure option
<2e€pa. (36)
The analysis of the basic protocol section needs only a

In (39), Ef(-) and E.(-) are, respectively, the randomgight modification to incorporate an erasure option. In the
coding error exponents of the forward and reversfiace of £8) we have ¢1).

channels. For36) we limit 1 > \,v >0, R< C, and
Bp <Cpy wher_e_O andCiy are the forward and feedbaf:kPr[erroﬂ = Pr[NAK not detsynchedundet erfPr[undet erf
channel capacities, respectively. Under these conditions

the last two terms of35) both go to zero a8 is increased. ~ + Pr[notsynched
Therefore, there exists a block length such that for alldarg < Pr{undet ery
block lengths 86) holds.

Now, consider an arbitrary message The expected (Pr[NAK not defsrc detectssynchedundet ery
delay can be bounded as follows, BY] we use Bayes rule + Pr[src doesn’t deteftio FB err synchedundet erf
with two identities. First,Pr[a; = a|d, = d] = Pr[a, —
dr = a — d|d), = d], we definel = a — d and note that the
length of time the destination listens is a geometrically | py[not synchef (41)
distributed random variable that is independent;p§ince
it only depends on the behavior of the random encoders apﬁe event*
forward/feedback channeddterthe destination has started
listening for this message.

+ Pr[src doesn’t dete{ftB err, synchedundet er})

undet err” now refers to an undetected error that
occurs during erasure-decoding.

. The use of an erasure decoding also minimally effects
To go from @7) to (38), we notice thatmax{0,d + the transmission duration. Retransmission occurs either i

i— s} <i+max{0,d — s}. Lets =d — [ wherel is the : A :
number of time slots the source leads the destination. Tﬁé‘{erasure Is declared oNAK is detected. We modifyag)

is, the number of time slots between the time slot WheraeS
the source initially transmits messagand that time slot
in which the destination starts listening for messag&o Pr[NAK detU erasurg < Pr[NAK det + Pr[erasuré
get rid of themax we increase the sum to ll <3era, (42)

For s, to bel steps out of synch with the destination
there must have been at ledét errors in the anytime where as beforer 4 can be arbitrarily small. The asymp-
decoding at times = d — [. Making surel is small with totically approachable limit on the expected transmission
high probability is analogous to the problem of trackingluration therefore remains unchanged, i.e., it equdls (
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E[Ag]
N

=1+9A+(1-X)

+ LZPr[d;C =d| ZZmax{O,a — s} Prlay = a, s = s|di, = d]
d=1 a=d s=1
=1+9A+ (1))

+ LY Pridy=d] > Y max{0,d+i—s}Prlay — d = i| Pr[s; = s|dy = d,a = d + 1] (37)
= =0 s=1

<L4+9A+ (1=

+ LY Prldi =d] Y Prlag — di =i

d=1 =0 s
<L+AA+(1-2)

(i + max{0,d — s}) Pr[sy = s|dy =d,ap, =d +1i]  (38)

NE

1

+ LY Prldy=d] Y Prlay—dp=i] > (i+|l])Pr[sp =d—1I|dy =d,ax =d+il. (39)

l=—00

EA]
< _
N <T4+9A+(1-=X)
€I+L 1 & §Z+L 1
—l—LZPrdk—d] 2Prak—dk—02 —i—ZPr[ak—dk—z 1+2Z
d=1 =1 i=1
<1492+ (1-X)
+ LZPr[dk =d] <2§L(1 -3+ ZPr[ak —dp =i (1+2¢5(1 - 5)3)>
d=1 1=1
L 3 L _3y  2€FA
SL+AA+ (1 =N +L (2681 -7+ (1+26"1-¢)7%) —— ). (40)
1— 2€FA
Multiple hashes The event> 1 FB err is that at least one block-encoded

identification code is decoded in error. The constaht—

In adapting the error calculation o#7) to multi-block 1) in (44) follows from the union bound because there
hashing, only the second and third terms inside trge(2k — 1) hashes transmitted over the feedback link per

parentheses are changed. Respectively, they are repla®&gsage. Any of these can be in error. The probability of
by (43) and @4). a missedNAK remains the same since each message is still

Pr[src doesn’t detegt> 1 FB err, synchedundet erf

allocated its own confirm/deny signal. Synchronization can
be dealt with as before.
The probability of retransmission remains almost the

Pr[src doesn’t detefrio FB err synchedundet erf same. Equatior4@) becomes

— 9—kNYARL9—(k=1)N(1—=7A) Ry,

oy NRy NRu(k-1) @3 Pr[NAK detU erasuré <(2k + 1)ep, (45)

because now there a®: — 1 distinct hashes fed back
from destination to source in addition to the probability
_ —YANRpo9—NRyp(k—1 .. . .
=(2k-1)277 "2 nD, (44)  of false alarm. The limiting normalized expected duration
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becomeslimy_.oc & E[A] =2—A(1 =)+ (k—1)= 21 D. Slepian and J. K. Wolf. Noiseless coding of correlated
k+ v\ + (1 _ /\) resulting in the error exponent information sourceslEEE Trans. Inform. Theory19:471-480, July
1973.
) 22. H. Yamamoto and K. Itoh. Asymptotic performance of a rfiedi
Etorn(Raate) + min{C1(1 — X), Ry(yA+ k — 1)} Schalkwijk-Barron scheme for channels with noiseless baek.
k+ A+ (1 — /\) : IEEE Trans. Inform. Theoppages 729—-733, November 1979.
(46)
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